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Non-technical Summary

In this paper, we explore the specialized literature on economic recession dating
models. Our objective is to conduct a comprehensive review of this literature to identify the
most effective methods for developing new statistical tools capable of tracking the beginning
of economic recessions in real time, or slightly a posteriori.

The basic method proposed by Stock and Watson (1989, 2002, and 2014, among
others) for modeling and dating business cycles and recessions assumes the existence of an
unobservable factors model that determines the cyclical properties of economic stationary
series. Such factors can be identified using principal component analysis or state space
models estimated by Kalman filter.

In turn, the canonical correlation approach proposed by Issler and Vahid (2006)
follows the common features literature and models the probability of occurring a recession
using a structural Probit model, which assumes as dependent variable the dates of U.S.
recessions, according to the National Bureau of Economic Research (NBER), and as
explanatory variables the common cycles of U.S. economic activity.

In this work, we develop a hybrid approach, incorporating the good elements of each
technique into a single setup. In other words, we propose a methodology for dating recessions
in real time based on the canonical correlation approach of Issler and Vahid (2006), but also
using big data as defended by Stock and Watson (2014). This novel methodology involves
solving the problems of missing data and high dimensionality of the databases, besides
establishing a decision rule to choose in real time the best prediction model.

Our empirical results show it is possible to track the state of the economy using the
estimated models, as long as appropriate techniques to reduce the dimensionality of the
databases are implemented. Depending on the cutoffs chosen, the models predict recessions
in real time with an accuracy of 98% and 80%, respectively, for the U.S. and the Euro Area.



Sumario Nao Técnico

Neste artigo, exploramos a literatura especializada sobre modelos de datacdo de
recessdes na economia. O objetivo é fazer uma revisao critica dessa literatura para identificar
os melhores caminhos a seguir na construcdo de novas ferramentas estatisticas que possam
indicar o inicio de uma recessdo da economia em tempo real, ou levemente a posteriori.

O método bésico proposto por Stock e Watson (1989, 2002, 2014, dentre outros) para
modelagem e datacdo de ciclos de negdcios e recessdes assume a existéncia de um modelo de
fatores ndo observaveis que determina as propriedades ciclicas das séries econémicas
estaciondrias. Tais fatores podem ser identificados a partir do uso da analise de componentes
principais ou de modelos em estado de espacos estimados por filtro de Kalman.

Por sua vez, a abordagem de correlagdes candnicas proposta por Issler e Vahid (2006)
segue a literatura de common features e modela a probabilidade de ocorrer uma recessdo na
economia por meio de um modelo Probit estrutural, que tem como varidvel dependente as
datacOes de recessdes nos EUA, segundo o National Bureau of Economic Research (NBER),
e como Vvariaveis explicativas os ciclos comuns da atividade econdmica norte-americana.

Neste trabalho, desenvolvemos uma abordagem hibrida, incorporando os bons
elementos de cada técnica num Unico arcabouco. Em outras palavras, propomos uma
metodologia para datar recessbes em tempo real utilizando a abordagem de correlacdes
canodnicas, seguindo Issler e Vahid (2006), junto com a ideia de big data defendida por Stock
e Watson (2014). Esta nova metodologia envolve resolver os problemas de dados faltantes e
a alta dimensionalidade das bases de dados utilizadas, além de estabelecer uma regra de
decisédo para escolher o melhor modelo de previsao em tempo real.

Nossos resultados empiricos mostram ser possivel acompanhar o estado da economia
usando os modelos estimados, desde que sejam implementadas técnicas apropriadas de
reducdo de dimensionalidade das bases de dados. Dependendo dos limiares de corte
escolhidos, é possivel acompanhar o estado da economia prevendo recessées em tempo real

para 0s EUA e a Europa, respectivamente, com 98% e 80% de acuracia.
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The objective of this paper is to propose an approach for dating recessions in real
time (or slightly a posteriori) that is suitable to a big data environment. Our proposal
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1 Introduction

The attempt to predict the probability of recessions is far from new in the literature. A
probabilistic setup was used by Stock and Watson (1989)! to build a coincident and leading
index of economic activity, as well as an index of recessions. The individual performance of
financial variables (interest rates, spreads, stock prices and monetary aggregates) was used
by Estrella and Mishkin (1998) to predict the probability of a recession. They found stock
prices are good predictors of recessions over the one- to three-quarter horizon, while the slope
of the yield curve is a better predictor beyond one quarter.?

A dynamic Probit model® was used by Nyberg (2010), who found that, in addition to
the term spread,! lagged stock return values and external spreads are important predictors
of a recession. Nonlinear models were used by Anderson and Vahid (1998) to predict the
probability of recession in the U.S. using the interest rate spread and the growth of the money
stock (M2). Several Probit models were estimated by Wright (2006), who found that adding
the Fed Funds rate to the term spread outperforms the Estrella and Mishkin (1998) model.
Christiansen, Eriksen and Miller (2013) found sentiment variables have superior predictive
power than financial variables.

According to Stock and Watson (2014), there are two main approaches in the business
cycle dating literature. The first approach, initiated with Burns and Mitchell (1946), consists
of identifying individual inflection points in a large number of time series, and then looking
for a common date (aggregate inflection point). Stock and Watson call this approach date
then average. The second, more recent approach (average then date) looks for inflection
points in just a few, or just one aggregate time series (e.g., GDP).

In turn, Hamilton (2011) presents a survey of the existing literature and seeks to answer
whether there is any effective technique for dating recessions in real time.> Great importance

is given to the approach of Chauvet and Hamilton (2006), which jointly uses the U.S. GDP

IStock and Watson are pioneers in the modern field of econometrics for modeling and dating business cycles and recessions;
see Stock and Watson (1988a,b, 1989, 1991, 1993a,b, 2002, 2010, 2014). Its basic method assumes the existence of a model of
unobservable factors that determines the cyclical properties of stationary economic series. These can be identified using principal
component analysis (PCA) or using state-space models estimated by the Kalman filter. In dating recessions, one can couple this
factor model to a Probit model to predict the probability of a recession; see Stock and Watson (1988b).

2The predictive power of the term structure is also documented in Rudebusch and Williams (2009), who emphasize the fact
that professional analysts do not adequately incorporate the information contained in the yield spread.

3Hao and Ng (2011) found dynamic Probit models improve the static Probit, especially when predicting the duration
of recessions. This result is expected for the short term in particular and around inflection points. However, the dynamic
characteristic of these models makes them unsuitable for a real-time forecasting exercise. A static Probit that uses financial
forecasters more frequently does not suffer from this deficiency.

4Regarding the use of term spread, the multi-period asset pricing literature establishes the relationship between (asset return)
spreads of different maturities and the growth of future consumption (and, consequently, of economic activity). See Campbell
(2003), and also Issler and Pimentel (2019), who fully derive this relationship.

5For real-time turning point prediction, there is a difference between predicting the probability of a recession and predicting
the beginning and end of a recession. The last exercise is a little more difficult as it requires decision rules in addition to a
probabilistic model. For example, considering a quarterly frequency, the first release of U.S. GDP is available with a lag of one
quarter, while the "final" figure is released with a lag of approximately one year. The NBER turning points are reported with at
least four lags. These aspects can be ignored if we are only interested in evaluating the in-sample performance of Probit models
based on historical data. However, for real-time analysis it is necessary to build a proper strategy to deal with information

delays.



and the NBER dates of U.S. recessions. Part of the literature cited there uses the techniques
proposed by Hamilton (1989), in a seminal article on models of two (or more) regimes,
with a latent state variable representing the regimes of the economy, driven by a Markov
Chain.® Part of this literature uses common unobservable factors, which can be identified
using principal component analysis, e.g., Stock and Watson (1989, 1991, 2002).

On the other hand, the approach of Issler and Vahid (2006) for dating recessions follows
the common features literature, initiated by Engle and Kozicki (1993), Vahid and Engle (1993)
and Engle and Issler (1995). The basic idea is that several economic series have common
components that can be removed by linear combination. These common components can be
trends, cycles, seasonality, volatility, etc., representing different aspects of the economic series.
The best known examples are those of common trends (cointegration) and common cycles
(common serial correlation). Issler and Vahid use these techniques to isolate the business
cycles of the U.S. economy and model the probabilities of recession using a Probit model,
which has the dates of recessions according to the NBER as the explained variable and the
U.S. economic cycles as the explanatory variables.

More recently, the prediction models used by Kotchoni and Stevanovic (2018) take the
form of an AR(1) model that is increased with a recession probability or Inverse Mills Ratio.
The authors propose a model capable of producing inflection forecasts of business cycle at
various horizons, average forecasts of economic activity and conditional forecasts that depend
on whether the horizon of interest belongs to a recession episode or not.”

The objective of this paper is to propose a canonical correlation approach that is suitable
to big data for dating recessions in real-time or slightly a posteriori. Our proposal is to mix
the approach of Issler and Vahid (2006) with the idea of big data defended by Stock and
Watson (2014). The results in Issler and Vahid (2006), and their comparisons with previous
methods by Stock and Watson, certify this method to be the baseline methodology to be
used in a context of few series used for dating recessions.

However, since in the last 10-15 years the big data approach has gained strength, as
demonstrated by Stock and Watson (2014), we decided to incorporate the good elements of
each approach into a single setup. This involves solving the three practical problems: (i) how
to complete the missing data in big databases; (ii) how to properly reduce the dimensionality
of such data in order to be able to estimate the Probit structural model proposed by Issler
and Vahid, since we will have more series than observations in time; and (iii) how to choose

the best forecasting models in real time.

6The Markov Switching (MS) model (Hamilton, 1989) is an alternative way to predict economic activity conditional on the
state of the economy.

"The objective is not exactly to predict recessions in isolation, but to use the fact that the predictions of certain economic
variables depend on the state of the economy, i.e., whether or not the economy is in a recession in a given forecast horizon. Thus,
forecasting the state of the economy in real time is one of the intermediate goals of this paper. The empirical results suggest

that a static Probit model that uses only the term spread as a regressor already provides a good fit.



Our empirical results show it is possible to track the state of the economy in the U.S.
and Europe using the models developed here. Overall, models show a good in-sample fit
and the out-of-sample recession predictions are quite good (and, thus, compatible with our
goals of dating recessions in real time, or slightly a posteriori). For the U.S., depending on
the cutoffs chosen, it is possible to predict recessions (expansions) in real time with 98.39%
(100%) accuracy. For Europe, in this same context, we can reach 79.17% and 96.36% accuracy
for recessions and expansions, respectively.

The outline of the paper is as follows. In Section 2, we present our methodology to
predict recessions in real time using big data. Section 3 shows the empirical results of

recession /expansion predictions for the U.S. and the Euro Area. Section 4 concludes.

2 Methodology

2.1 Canonical correlation

The canonical correlation approach of Issler and Vahid (2006) follows the common features
literature, initiated by Engle and Kozicki (1993), Vahid and Engle (1993), Engle and Issler
(1995), Vahid and Engle (1997), and Issler and Vahid (2001). The main idea is that several
economic series share common components that can be removed by linear combination. These
common components can be trends, cycles, seasonality, volatility, etc., representing different
aspects of the economic series. The best known examples are those of common trends (coin-
tegration), Engle and Granger (1987), and common cycles (common serial correlation); see
Vahid and Engle (1993), and Engle and Issler (1995).

Issler and Vahid begin their article with the following example: suppose we are asked
to construct an index of a patient’s health status. Furthermore, suppose we know the best
indicator of a patient’s health is the results of a blood test. However, blood samples cannot
be collected very often and test results are only available with a delay, sometimes too long
to be useful in treatment. Our index, therefore, must be a function of variables such as
blood pressure, heart rate, and body temperature, which are readily available at regular
frequencies. To best combine these variables into an index, should we: (i) only use historical
data on blood pressure, heart rate, and body temperature, or (ii) use historical blood test
results as well? The answer is, of course, alternative (ii).

Since Burns and Mitchell (1946), there has been a great interest in making inferences
about the "state of the economy" from sets of monthly variables, believed to be coincident
with or antecedent to the business cycles of the economy (so-called "coincident" and "leading"
indicators, respectively). Although the business cycle status of the economy is not directly
observable, our best-informed estimate of its turning (inflection) points is embedded in the
dummy variable announced by several Business Cycle Committees, the best known of which
is that of the NBER — National Bureau of Economic Research, USA. Nowadays, there are

several other similar committees. For example, in Europe, recessions are dated by the Euro



Area Business Cycle Dating Committee (EABCDC), made up of five researchers from CEPR —
Center for Economic Policy Research; in Brazil, recessions are dated by CODACE — Economic
Cycles Dating Committee; and several developing countries are studying the implementation
or are implementing this technology, such as Mexico and India, for example.

In particular, the NBER announcements® are based on the consensus of a panel of experts
and are made some time after (usually six months to a year) the moment a turning point
occurs in the business cycle: if a recession starts in month ¢, the NBER committee dates the
start of the recession to month t + h.

The article by Issler and Vahid (2006) aims at identifying coincident and leading indicators
of economic activity based on the decisions on the state of the economy made by the NBER,
which dates the periods of recession and expansion of the U.S. economy. Nonetheless, the
methodology can be applied to other countries or regions, as long as they have a dating
committee and consistent series and antecedents of economic activity. In the U.S., coincident
and leading series are maintained by The Conference Board (see The Conference Board,
1997).

The authors impose the restriction that the coincident index is a linear combination of
the cyclic components of the coincident variables, all observable. This means the "business
cycle" is a linear combination of the cycles of the four coincident series (output, income,
employment and sales), which may have more than one cyclical factor, but are, above all,
linear functions of the four coincident series. This contrasts with the coincident (single) latent
dynamic index view (e.g., Stock and Watson, 1989, and Chauvet, 1998), which constrains
the "business cycle" to be a single common cyclical factor shared by the coincident variables.
To identify the common cycle, the single latent dynamic factor approach must allow the
coincident variables to have other idiosyncratic cyclic factors, and this does not provide any
control over the intensity of these idiosyncratic cycles relative to the common cycle.

Issler and Vahid define as "cyclic" any variable that can be predicted linearly from the
set of past information. This set of leading information includes lags from both sets of
coincident and leading variables. The inclusion of lags of leading variables, in addition to
lags of coincident variables in the information set, serves two purposes. First, it combines the
estimation of coincident indices and leading indicators. Second, it allows for the possibility
of asymmetric cycles in coincident series by including lags of variables such as interest rates
and the spread between interest rates, which are known as nonlinear processes (Anderson,
1984, Balke and Fomby, 1997), and also as exogenous predictors. There are infinite linear
combinations of coincident variables that are predictable in the past, that is, that are cyclic.
The authors use canonical correlation analysis to find a basis for the space of these cycles.

Canonical correlation analysis, introduced by Hotelling (1935, 1936), has long been used

in multivariate statistics. It was first used in the analysis of multivariate time series by Akaike

8The NBER summarizes its deliberations as follows: "The NBER does not define a recession in terms of two consecutive
quarters of decline in real GDP. Rather, a recession is a recurring period of decline in output, income, employment and sales,
typically lasting from siz months to a year, and marked by widespread contractions in many sectors of the economy." For further

details, see http://www.nber.org/cycles.html



(1976). Akaike properly referred to canonical variables as "the information interface channels

" and referred to canonical correlations as the "strength" of these

between past and presen
channels.

Denote the set of coincident variables (income, output, employment and sales) by the
vector 1, = (214, Tay, Ty, T4) and the set of m (m > 4) "predictors” by vector z (this includes
lags of x; and the lags of the leading series). Canonical correlation analysis transforms z;
in four independent linear combinations A(x;) = (o) zy, ahxy, axy, alyxy), with the property
that oz, is the linear combination of x; which is more (linearly) predictable using z;, abx,
is the second most predictable linear combination of z; which is more (linearly) predictable
using z;, after controlling for o/jx;, and so on.

The fact that canonical correlation analysis studies linear dependence channels between
x; and z; does not necessarily imply it will only be useful for linear multivariate analysis. By
including variables non-linearly modeled in z; (e.g., Fourier series, Tchebyschev polynomials),
you can use canonical correlation analysis for nonlinear multivariate modeling; see Anderson
and Vahid (1998) for an example and additional references.

These linear combinations are not correlated with each other and are constrained to
have unity variance. The by-products of this analysis are four linear combinations of z,
U(z) = (Vy2e, Vh2t, Va2, Vazt), with the property that 4.z is the linear combination of z;
which has the highest quadratic correlation with oz, for ¢ = 1,2, 3,4. Again, the elements
of I'(z;) are not correlated with each other, and are uniquely identified, up to a sign change,
with the additional constraint that all four have unity variances. R?s between o/z; and 7}z
for i = 1,2,3,4, denoted by (/\f, A2, /\3, )\i) , are the squares of the canonical correlations
between z; and z.

One might think that, in order to estimate the weights associated with each basic cycle,
it is sufficient to estimate a simple Probit model with the NBER indicator as the binary
(dummy) dependent variable (1 for U.S. recessions and 0 for non-recessive periods) and the
cycles associated with non-zero canonical correlations as explanatory variables. As the basic
cycles are linear combinations of the four coincident series, we will end up explaining the
NBER indicator by a linear combination of the coincident series.

However, it is important to note that the coincident index we are looking for is a linear
combination of the coincident series that has cyclical characteristics similar to the unobserved
state of the economy. Using the technical terms introduced in Engle and Kozicki (1993), we
are assuming that the (unobserved) business cycle state of the economy and the coincident
variables share a serial correlation common feature, and we want to estimate the associated
cofeature vector (co-characteristic) to this common feature.

The NBER recession indicator is important because it contains information about the
unobserved state of the economy’s business cycle. As will become clear below, the linear
combination of the coincident series that has a serial correlation pattern similar to that of
the unobserved state of the economy is neither the conditional expectation of the NBER

recession indicator, given the previous information set, nor the conditional expectation of the

10



NBER indicator given the coincident series.

Hypothesis 1: There is a linear index (of the cyclical parts) of the coincident series that
has exactly the same pattern of correlation with previous information as the unobserved

state of the economy.

Note that we put "the cyclic parts of" in parentheses because it’s redundant. Although the
index that has the same pattern of correlation with the past will only involve the basic cycles
(i.e., it will not involve combinations of white noise from the coincident series), these basic
cycles are themselves linear combinations of the coincident series. Therefore, the index will
end up being a linear combination of coincident series.

Let y; be a binary variable representing the unobserved state of the economy and {cyy, car, 31 }
the significant basic cycles of the coincident series in ¢, advancing the empirical result that
only three cycles from the four coincident series were in fact detected. Hypothesis 1 clearly
implies there must be a linear combination of y; and {cy4, ¢a, ¢3¢} that is unpredictable from

information ahead of time %, i.e., up to t — 1. This way,

E(y: — By — Bic1e — Bocar — Bacs | I-1) = 0, (1)

where [, is the information available in time ¢ — 1. If y; were observed, we could estimate
B4, By and B4 directly by GMM or by maximum likelihood with limited information.
However, the NBER indicator is equal to 1 when, with all the information accumulated
by the NBER Committee at the time ¢ + h, the economy was in recession at the time ¢.
That is, when the "smoothed" estimate of the unobserved state of the economy based on

information up to t + h is below a critical value:

lf E(y;: | It—l—h) < 0,

otherwise.

1
NBER, = { . (2)

This critical value cannot be identified separately from the constant term in equation (1).
Therefore, without loss of generality, we assume this critical value is zero: in other words, we
let the threshold value be absorbed into the constant term /3, in (1).

Using equation (1), it follows that:

E(y; | Ii-1) = Bo+BiE(cu | Li—1) + BB (car | Ii—1) + B3 (cs | [i-1) (3)
= By + Bici + Bacor + Pacar + wy, where E(w; | [—1) =0,

and obviously w; is correlated with c¢;, © = 1,2, 3. One can always write:
By | Liyn) =E(y; | Li1) + &+ Eov1 o+ S (4)

where &, ,; is the "surprise" associated with the new information that arrives in period t + 7.

11



Thus, we can show that:

E(y; | Lign) = Bo+ Bic + Bocor + Bacar + uy, (5)
w = wit+&§+E

where wu; is unpredictable given information in period ¢ — 1, that is, E (u; | I;_1) = 0, but it
has a M A(h) structure, being correlated with c;, ¢ = 1,2, 3, mainly due to the term w.

To consistently estimate (3,, 3, and 5 we must use a method with a single structural
equation and a bounded dependent variable. All these methods use instrumental variables.
In the present case, the obvious instrumental variables would be the variables z;, that is,
lags of the coincident and leading variables. Note that canonical correlation analysis yields
estimates of v|z:, V521, 742 and vz, which are the best linear predictors for each of the
basic cycles, respectively.

Several alternative estimators have been proposed for the consistent estimation of para-
meters from a single equation with a bounded dependent variable in a simultaneous equations
model. These estimators differ in their ease of calculation versus their degree of efficiency. We
use the two-stage conditional maximum likelihood estimator (2SCML) proposed by Rivers
and Vuong (1988) because of its relative simplicity.

Using the empirical results presented in next section, we assume the four coincident series
can be explained by three significant base cycles {cyy, cor, ¢3¢ }. Denoting the NBER indicator
by NBERy, the first stage of the 2SCML estimation procedure involves regressing {cyy, car, ¢3¢ }
onto instruments z; and save the residuals, which we denote by {014, Vo, 03;}. In the second
stage, both basic cycles {cy, cor, c3:} and the residuals of the first stage {014, 0o, 03} are
included in the Probit model:

Pr(NBER; = 1) = ® (— (8y + B1¢1t + Bacar + Bscse + Bybry + Bso + Bels)),  (6)

where @ (+) is the standard Normal cumulative distribution function (cdf). The estimates of
B4, Ba, and B4 of the second stage of the Probit model will be the estimates of 2SCML. The
standard errors of the estimated parameters must be modified according to the procedure
in Rivers and Vuong, p. 354. Furthermore, as we ignore the dynamic structure of u; in
constructing the likelihood function (i.e., the model is "dynamically incomplete" in the sense
of Wooldridge, 1994), autocorrelation-robust standard errors must be used.

The Issler and Vahid (2006) coincident index, denoted by "instrumental variable coinci-
dent index" (IVCI), is then given by:

AIVCI, = Bicie + Bocar + Bicse
= [i0imy + Botimy + Byamy

— (Biof + Byal + Bah ) i, (7)

12



which shows it is simply a linear combination of the coincident series z;. Likewise, if we
replace ¢y, Cat, ¢3¢ by their linear optimal predictors A1) z:, Aavh2:, A3v52: in the formula
above, we get our "instrumental variable leading index" (IVLI) as a linear combination of

the main series z;, that is:
AIVLI, =B, <B:Clt + B;C% + B;Czﬁ) = (BD\W& + B;)\ﬂé + B;)\?ﬁé) 2. (8)

In summary, our complete statistical model is as follows:

1 if B(yr | 1,
0 otherwise.
E(y; | Lign) = o + ¢/4$th + uy 9)
Ty = I1 2y + Et,
4xm mx1

where u; can be correlated with, €;; u; and €, have bivariate-Normal distribution; and II has
rank equal to 3.

Next, we present the empirical results obtained by Issler and Vahid (2006). Table 1 below
shows that the four coincident series, Industrial Production, Y;, Income, I;, Employment, Ny,
and Sales, S;, have three common cycles, since the last canonical correlation is statistically

zero, although the first three are not.

Table 1 — Squared canonical correlations and canonical-correlation test

Sq. canonical correlations degrees of freedom Hy : )\? and all smaller )\? =0

)\? P-Values (d.f. corrected test)
0.5365 208 0.0000
0.3370 153 0.0000
0.2484 100 0.0000
0.1360 49 0.1768

Source: Issler and Vahid (2006).

The three cycles identified via canonical correlation analysis are as follows:

Aln[t
C1¢ 0.45 —0.05 20.90 —0.52
AlnY;
e | = | 143 —069 6.72 —4.78 | x . (10)
AlnNt
C3¢ —0.87 —7.82 14.56 2.13
AhlSt

If we normalize these three linear combinations using the respective coefficients of A ln Ny,
we will get (approximately) the following: ¢y, is practically the same as A In N;; co; is approx-

imately equal to Aln N; —Aln S; = Aln (g’—:), i.e., is equal to the growth rate of the number
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of employees per product sold; lastly, c3; is approximately equal to Aln (%), which is
difficult to interpret, as it is far from being equal to the growth rate of employment per unit
of output. What is important to note here is the near-ubiquity of employment in these three
linear combinations.

Next, Table 2 shows the results of the estimation of the Probit model by Conditional
Maximum Likelihood in Two Stages (2SCML). The first two common cycles of the four

series, ¢y, Co¢, proved to be significant, although the third, cs;, is only marginally significant.

Table 2 — Two-stage conditional maximum likelihood (2SCML) estimates

Regressor Est. coeff. Std. err.
C1t 65.21 (8.86)
Cat 28.05 (6.41)
Cst 13.00 (6.75)
Constant -0.33 (0.19)
p-value of overall significance <0.01
McFadden Pseudo-R? 0.71
% overall correct prediction 94.89%

Source: Issler and Vahid (2006).

With these estimators and the results in hand, we can calculate the weight of each coin-
cident series in the coincident indicator using (7). This is done as follows. First, we rewrite
the basic cycles as linear combinations of the coincident series, (7), and, then, the weights are
normalized so that they add up to unity, obtaining the following index (HAC robust standard

errors are in parentheses):

AIVCI, =0.00 x Alnl; +0.10 x AInY; +0.84 x Aln N; + 0.06 x Aln S;. (11)
(0.01) (0.06) (0.06) (0.02)

Equation (11) shows most of the weight is given to employment, almost no weight is
given to income, and employment and industrial production together receive 94% of the
weight. This is not surprising, since these two series have a more pronounced consistency
with the NBER recession indicator. It also agrees with a memorandum from the Business
Cycle Dating Committee (Hall et al. 2002, p. 9), which states that "employment is probably

the most reliable indicator [of recessions]".
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2.2 Adapting canonical correlation to a big data environment
2.2.1 Imputation of Missing Values

The first practical issue to tackle before implementing the methods discussed in previous
section is the missing data. This occurs in databases for several reasons, but it is up to
the final users of the data to treat the missing values using the information available. In
the context of canonical correlations, we have two databases in a big data format: (i) the
coincident series; and (ii) the leading series. The latter database was constructed by Costa
et al. (2021), avoiding missing data at the beginning and middle of the sample. But, like
any database with many series, there is a mismatch in the updates of the various series,
which generates the so-called ragged edge problem. The ragged edge problem results in an
incomplete database for the final periods of the dataset, causing a jagged edge there; see
Wallis (1986). In turn, using the coincident series proposed by Stock and Watson (2014)
poses additional problems, as there are more recent series with gaps at the beginning of the
sample as well as old series that were discontinued at the end of the sample.

A classic and efficient way to solve the missing data problem is to use the Expectation
Maximization (EM) algorithm. There are several forms and versions of this algorithm avail-
able in the literature. In this paper, we use a modern form of the EM algorithm proposed
in Schneider (2001), which also provides an easy and complete code in MATLAB. Schneider
argues the EM algorithm with Gaussian specification for the data is an iterative method both
for the estimation of mean values and the variance-covariance matrix of a set of incomplete
data, being considered the starting point for the development of a regularized EM algorithm.
In contrast to the conventional EM algorithm, the regularized algorithm is applicable to
datasets in which the number of variables normally exceeds the sample size, which is usually
the case in a big data setup.

The regularized EM algorithm is based on iterated linear regressions of variables with
missing values into variables with available values. The regression coefficients are estimated
by Ridge Regressions, a classic regression method in which a continuous regularization para-
meter controls the filtering of noise in the data. The regularization parameter is determined
by generalized cross-validation, in order to minimize the expected mean squared error of the
imputed values. For the imputation of missing values, the regularized EM algorithm can
estimate synchronous and diachronic covariance matrices, which may contain information
about spatial covariability, stationary temporal covariability or cyclostationary temporal co-
variability. In this sense, the data to be completed must contain only weakly stationary
series, which requires transformations in some original series of the database that are non-
stationary, which is very common in the study of coincident and/or leading indicators of

economic activity, such as the case of the current study.
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2.2.2 Dimensionality reduction

With balanced panels of coincident and leading series, the next step is to implement the
analysis of canonical correlations between these two groups of series. It is worth highlighting
this is done without adding lags of the coincident series into the leading database, since the
past of the coincident series might have good predictive power for the current coincident
series.

In several practical cases, the number of series is greater than the number of observations,
which is an impediment to the standard implementation of the canonical correlation analysis.
A natural solution to deal with this problem is to extract from each database (coincident
and leading) its common components, with much less series than the number of series in
the original databases. A similar problem was solved by Bai and Ng (2021) using block and
subblock factors. The classic way of extracting these factors is through Principal Components
Analysis (PCA) — which are simply (orthogonal) linear combinations of the original series,
with maximum variance sequentially computed.

In order to give an idea of the dimensionality reduction that we can achieve with this
procedure, we note that the coincident database has originally 270 contemporary time series.
For example, in the empirical exercise for the USA, to estimate the Probit model proposed
in Issler and Vahid (2006), we ended up using a maximum of 25 principal components (and
a minimum of 5). These 25 principal components explain 75% of the variation in the data,
which represents a large reduction in dimensionality, without much loss of information.

In the leading database, this reduction is much greater: there are 329 contemporary series.
However, by adding lags of the leading series, besides the coincident series, we can easily
exceed 1,000 series, depending on the lag specification adopted (for two lags we would have
1,198 series, for example). Again, we managed to use a maximum of 35 principal components
(also explaining 75% of the variance in the data) and a minimum of 8 components for the
leading series.

Having solved the problems of missing data and dimensionality reduction in the databases,
the next step of the analysis by Issler and Vahid is the calculation of the canonical correlations,
as these solve the problem of signal extraction, guaranteeing that in the Probit model only
the cyclic parts of the coincident data explain the state of the economy — expansion versus

recession.

2.2.3 Estimating the Probit structural model

The next step of the empirical analysis is to adjust the Probit models proposed in Issler
and Vahid (2006). We assume the coincident series can be explained by N basic cycles
{c1t, cat, -+ ,ene}. Let NBER, denote the NBER indicator. The first stage of Rivers and
Vuong’s 2SCML estimation procedure involves regressing {cis, ¢as, -+ ,cn¢} into k instru-
ments collected in column vector z; — which are the main components of the leading series

— and save the residuals, which we denote by {014, Vo, - -+ ,On¢}. In the second stage, both
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basic cycles {cy, ¢, - -+, ey} and the first-stage residuals {0y, U9, -+, On¢ } are included as

regressors in the Probit model:

Pr(NBER; = 1) = ® (— (By + Brc1t + - -+ + Byene + Bysr0ue + Brpabor + Bantne)) . (12)

where @ (+) is the standard Gaussian cumulative distribution function (CDF). The parameters
Bo, B1s Bay - -+, B used in the second-stage of the Probit model will be the 2SCML estimates,
denoted by BO,BU BQ, e ,EN. Based on these estimates, we can predict in real time the

presence of recessions in period t using:
Pr (NBER, = 1) = @ (= (Bo + Brex + Bacar + -+ + Byew) ). (13)

provided that we can update the database up to the current period, period ¢, using the EM
algorithm to fill the missing values in the database as discussed above.

Note that predictions Pr (Nﬁ = 1) do not require the knowledge of NBER,, since we
estimate the model using available information up to period t—1 to generate Pr (NB/EE =1).
In fact, to date recessions in real time, we need a relevant group of series available in ¢, in
the same period — which is hardly the case. However, if we have a relevant group of series
available at ¢ — 1, we can date recessions with a period of delay. On a monthly basis, this
represents a month delay — which is a significant gain over the literature, which generally
date recessions with a three- to six-month delay. With respect to the NBER, this delay can

reach a year or more.

2.3 Discussion on competing approaches

International experience in forecasting rare and extreme events, such as recessions, shows
us that we should not be too optimistic when using them in real time. In fact, it is often
observed that the fit of the different models is very good within the sample, but they often
fail in their behavior outside the sample. This idea is endorsed by Hamilton (2011), in a
slightly pessimistic tone regarding real-time recession prediction models, which is the timing
in which they have maximum utility and greater relevance. As already noted, the NBER
usually dates recessions with a delay ranging from six months to a year. In fact, Hamilton

suggests that if one could predict recessions, they probably wouldn’t happen:

“If people could predict recessions, they probably would not happen. Firms
would not be stuck with inventories, labor, and capital they turn out not to need,
and the Federal Reserve would probably ease its policy stance earlier. Economists
are used to viewing magnitudes such as stock prices as difficult or impossible to
predict if the market is functioning properly, and it may be that economic reces-

sions, by their very nature, imply similar fundamental limitations for forecasting.”
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Obviously, arguments like these have never been an obstacle for many economists working
in the financial market to try to predict asset prices or returns. Likewise, they are not
obstacles for economists (academics or not) to try to anticipate recessions. The question to
be posed is about what expectations can indeed be achieved. In that sense, taking advantage
of the NBER committee was apparently Hamilton’s goal in defining his real-time timing. But
this does not prevent us from seeking to overcome Hamilton’s objectives, as those who seek
to predict asset prices in financial markets do on a daily basis.

Stock and Watson (2014) compares two business cycle modeling techniques: date then
average and average then date. The first is the preferred approach of these authors, the
second being the preferred technique of Hamilton (1989, 2011) and some followers such as
Chauvet and Hamilton (2006). Apparently, the main message of Stock and Watson (2014)
is about the usefulness of using a large database of coincident variables in the dating of
business cycles. In fact, they used a coincident database containing 270 series representing
four categories of real monthly economic activity for the U.S. from 1959:M1 to 2010:M9:
employment, industrial production, income, and sales. Apparently, the use of this large
database by Stock and Watson corrects the procedure used by them in the 1990-91 recession,
as reported by Hamilton (2011):

“What went wrong [in the 1990-91 recession]? One of the intriguing new
leading indicators that Stock and Watson discovered was the spread between the
yield on commercial paper and Treasury bills ... this spread had a dramatic spike
prior to each of the recessions in their original sample, but did very little out
of the ordinary in the 1990-91 recession, for which their model was on real-time

display.”

One way to avoid having a specific variable dictate the behavior of recession dates, there-
fore, is to use a large database, extracting their respective common components. In the area
of multivariate statistics, there are two classic ways of doing this: (i) principal component
analysis, proposed by Stock and Watson in several articles; and (ii) canonical correlation
analysis, proposed by Issler and Vahid (2006). The first extracts from the database (coinci-
dent series or leading series, separately) the factors that are most responsible for the joint
variation of the database, ordered in descending order of importance.

As explained above, the second way generalizes the idea behind a least squares regres-
sion (or maximum likelihood, under Gaussian assumption). In this context, from two sets
of data, coincident series and leading series, linear combinations of the first set that have
maximum correlation with linear combinations of the second set are repeatedly sought, until
all possibilities are exhausted.

The objective of these multivariate procedures is exactly to extract what is common from

the database. This acts as insurance against using idiosyncratic variations of certain isolated
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series, as did the spread between Commercial Paper and the siz-month T-bill in the 1990-91
recession.

Comparing the two ways to extract common components — principal component analysis
and canonical correlation analysis — we see advantages for the use of canonical correlations, as
these, in addition to separating noise and signal from the series in each database (coincident
and leading), still makes a bridge between them. In fact, Issler and Vahid emphasize the
separation of noise and signal when proposing the use of canonical correlations, when they
use only the cyclical properties of the coincident series explaining the state of the economy,
recession versus expansion; see equation (6).

The Stock and Watson model, based on principal components, admits past predictability
outside the common cycle, which is vetoed in the analysis of canonical correlations by Issler
and Vahid, as argued above. This can be seen most clearly from the full Stock and Watson
model described earlier.

Consider X;; one of four series in X; = (Y;, N;, Sy, I,)', representing industrial production,
employment, sales and income in the period t, i = 1,2, 3,4; let y; = Aln(X;;) be the set of
coincident series and z;_j, a vector containing the set of leading series, lags of y;;, 1 = 1,2, 3,4,
and other variables with explanatory power for y;;. For exposition purposes, we next show

Stock and Watson’s (1989) stylized factor model discussed earlier:

Yie = o+ Nifi+7iz-n + Ui, (14)
fo = apt+o1fici + by fiz + e, (15)
Uit =  PiUit—1 T Piolit—2 T Eit, (16)
[ e, ] (0] [o. 0 0 0 0]
€1t 0 0 o0 0 0 O
ey |~ did. N 0, 0 g 0 0 (17)
€3t 0 0 0 0 o3 O
| ew | (0] [0 0 0 0 o4

Note that factor f; is an AR (2) process, thus, it has a cyclical behavior. However, the
error term u;; also has a cyclical behavior, being also an AR (2). This divides the cyclic part
of the series into X; = (Y3, Ny, Sy, It)' between two components: one common and the other
idiosyncratic, which does not control the importance of the common factor vis-a-vis the term
idiosyncratic. For example, one can get an idiosyncratic component u; that explains much
of the variance of y;;, with low explanatory power for f;. In such a context, the idea of a
common component of business cycles, which has been the cornerstone of research in this
area since Burns and Mitchell (1946), would fall apart.

Next, we present the empirical results of business cycles expansions/recessions predictions,
for the U.S. and the Euro Area, using the canonical correlation approach of Issler and Vahid
(2006), adapted to large databases, as advocated by Stock and Watson (2014).
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3 Empirical exercise

3.1 United States

For the U.S. economy, in order not to sacrifice too much the number of recessions, we de-
cided to start the sample at 1970:M1 and end it at 2021:M5 (617 observations), which gives
us a total of 8 recessions in 51 years, that is, one recession in every 6 and a half years,
approximately.

The coincident series come from the large database of Stock e Watson (2014); see also
McCracken and Ng (2015). From the total of 270 series, we decided not to use the sales series
in the analysis, as they have a lot of missing data. This way, we use 178 series to form our
database for the coincident series. It is worth mentioning that selecting an adequate sample
in both time and cross-section dimensions made it possible to apply the EM algorithm with
a small number of missing data, which favors a healthy database from the point of view
of collinearity between the final series. Regarding the leading series, we use in great part
the database of Costa et al. (2021), with an amount of 329 contemporaneous variables; see
Appendix A for the full list of leading variables for the U.S.

For the coincident series, we used a maximum of 25 principal components and a minimum
of five. In the leading database, where the final number of series can reach more than 1,000
series (depending on the number of lags and the specification adopted), we used a maximum
of 35 principal components and a minimum of eight.

In possession of the principal components of the coincident and leading series, following
the procedure in Issler and Vahid (2006), we compute the canonical correlations between both
groups, in order to have the basic cycles, ¢y, cor, - - -, cny, Of the coincident series. Using these
cycles, we estimate the structural Probit model, obtaining the maximum likelihood estimates
of By, By, By -+, B, needed to predict US recessions in real time (dated by NBER).

Next, we present (for illustrative purposes only) the estimates of 3., 31, By, -+, Bx for
the full sample, noting that in real-time forecasting exercises these will be done recursively
(month after month) to allow tracking of the state of the U.S. economy. We present the
estimates for the U.S. of a model with five principal components for the coincident series,
seven principal components for the leading series, and with two lags of the latter. This will

be our benchmark model for the U.S.
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Table 3 — Probit model estimates (USA)
full sample (2SCML)

Regressor Bi Robust std. dev. of 3;
Constant ~ -2.47** (0.258)
c1t 17.93* (6.699)
Cat -113.10*** (18.928)
C3t 8.61 (14.094)
Cat -8.86 (10.463)
Cst 24.54* (11.546)

Note: ** and *** denotes 5% and 1% significance levels, respectively.

Once we fit the models for the entire sample, we can recursively use these estimates in
forecasting exercises relevant to predicting recessions in real time. To do this, we use the

following procedure:

1. From an initial estimation period of the Probit models (called burning period) the
estimated coefficients are used to make out-of-sample predictions using data actually
observed up to period ¢ using the equation (13). This is done for the following episodes:
1996:M7-2001:M1, 2001:M2-2004:M3, 2004:M4-2007:M11, 2007:M12-2011:M8, 2011:M9-
2015:M10, 2015:M11-2019:M12, and 2020:M1 onwards.

2. To try to reproduce the exercises carried out in real time, for each forecast episode,
we lock the estimates of the Probit model at an earlier period, where we are sure the

dependent variable (0 or 1) was already dated by NBER. Using only the locked estimates

of By, By, Bay -+, By, We can then predict the probability of recession in each episode,
varying over time only N significant basic cycles ¢y, cor, - -+ , ¢y that are available in
real time.

Note that, in these episodes, there are some recessive periods included, but the important
thing here is that the parameters are fixed for the period immediately before each episode,
which is exactly what would be done in real time. Indeed, one does not know if there is a
recession (or not) in the current period, which will only be known some time later, when the
NBER in fact declares that a recession has occurred.

In this procedure, we disregarded the ragged edge problem due to the different update
delays of the series in the database. In real time, we will have to fill in the missing data to
be able to use the equation (13) to predict recessions out-of-sample.

A relevant empirical question, from a practical point of view in real time, is related to the
threshold from which one declares that a recession is occurring (or not) in period ¢ using (13),
noting that all forecasts will be in the range [0, 1]. One way to assess out-of-sample forecasting
performance is to use a receiver operating characteristic (ROC) curve. This curve is a graph

that illustrates the diagnostic capability of a binary classifier system as its discrimination
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threshold is varied. The method was originally developed for operators of military radar
receivers, hence its name.

The ROC curve is created by plotting the true positive rate (TPR) against the false
positive rate (FPR) at various classification threshold settings. The true positive ratio is also
known as recall or detection probability in the machine learning literature. The false positive
rate is also known as the false alarm probability and can be calculated as (1 — specificity).

The ROC curve can also be thought of as a graph of power versus Type I error of the
decision rule. In short, if used correctly, the ROC curve is a powerful tool as a statistical
measure of performance in detection/classification theory and hypothesis testing, as it allows

having all relevant quantities on a single graph; as follows:

Figure 1 — Receiver Operating Characteristic (ROC) curve
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Instead of presenting an ROC curve, we present here a graph including the trade-off
between the correct rate of expansion and the correct rate of recession, for various levels of
cut-off, ranging from 10% to 90%. For the U.S. database, considering all possible estimated

models, we present the results in Figure 2.

Figure 2 — Frequency of events correctly predicted

out-of-sample for the U.S. (all models)
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The separation of the expansion and recession forecast events allows us to clearly see the
trade-off between the forecast of both cases. For the 10% threshold, the models correctly
predict a little less than 100% of recessions, but correctly predict expansions with accuracy
around 85%. As the threshold increases to 90%, the correct prediction of recessions worsens
(reaching less than 60%), but the correct prediction of expansions improves (reaching almost
100%).

For example, for the 20% threshold, both events are correctly predicted with probabilities
almost equal to 90%. This would be a good choice if the econometrician equally weights the
correct forecasts of expansion and recession. More generally, it is up to the econometrician to
choose the threshold of preference, taking into account the probabilities of false classification
of expansions and recessions for the different cut-off thresholds.

Now, if we want to calculate these same statistics for the U.S. benchmark model, with 5
principal components for the coincident series, 7 principal components for the leading series,

and with two lags, the results are even more promising, as shown in Figure 3:

Figure 3 — Frequency of events correctly predicted

out-of-sample for the U.S. (benchmark model)
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Note the results are much more robust for the benchmark model. Regarding the 30%
threshold, the model correctly predicts almost 100% of expansions and recessions (98.39% and
100%, respectively). Any other probability thresholds do not involve two-way improvements.
For example, increasing the threshold to 70% generates an improvement in the probability
of expansion and a worsening in the probability of recession estimates (98.92% and 85%,
respectively). On the other hand, decreasing the threshold to 10% generates a worsening
in the estimates of probability of expansion and maintenance of the probability of recession
(94.09% and 100%, respectively).

In our first exploratory forecasting exercise, we show below the sequence of real-time fore-
casts in period ¢ using (13) for all episodes (1996:M7-2001:M1, 2001:M2-2004:M3, 2004:M4-
2007:M11, 2007:M12-2011:M8, 2011:M9-2015:M10, 2015:M11-2019:M12, and 2020:M1 on-

wards) for the model using six coincident principal components and eight leading principal
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components. The number of lags in the leading series is three (months), but in this case,
using two lags generates very similar results and using four lags generates worse results. Each
real-time forecast episode is colored blue and may or may not include recessions dated by the
NBER. This allows investigating the behavior of the model in the two contexts of activity:
expansion and contraction. The charts below are shown in chronological order of episodes in

Figure 4.

Figure 4 — Probability of recessions in real time for the U.S.
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Empirically, the good forecast in real time is remarkable in the various episodes, perhaps
with the exception of the second — 2001:M2-2004:M3 — in which we observe potentially false
forecasts of recession in periods of actual expansion according to the NBER.

It is worth noting that, in the different exercises for the U.S., we estimated a total of 48
models, varying the number of coincident and leading principal components and the number
of lags. Some of these exercises were in-sample and others were out-of-sample. It was not
by chance that we showed the out-of-sample forecasting exercise for the model using six
coincident principal components and eight leading principal components with three lags.
This and some other models with few principal components also performed well. This guided
us to apply the ever-present principle of parsimony to out-of-sample forecasts. The preferred
number of lags was between two and three, leaning more towards the first, depending on the
specification.

A second point to note is that, as we have more observations (and therefore more recessive
episodes), the real-time forecasts improve both for recessions as well as for expansions. This
is a natural outcome, since there are few recessive episodes at the beginning of the sample to
estimate more precisely the parameters of the model. In our second exploratory exercise, we
will take into account these results and focus only on the most recent episodes.

In our final exploratory exercise, using the benchmark model, based on five coincident
principal components and seven leading principal components with two lags, the results of the
out-of-sample forecasts are shown in Figure 5 for the last five episodes (2004:M4-2007:M11,
2007:M12-2011:M8, 2011:M9-2015:M10, 2015:M11-2019:M12, and 2020:M1 onwards). Note

that, in general, the results improve compared to those from our preliminary exercise.
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Figure 5 — Probability of recessions in real time for the U.S. (benchmark model)
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3.2 Euro Area

The CEPR-EABCN (Euro Area Cycle Dating Committee) sets the chronology of recessions
and expansions for the eleven original Euro area member countries plus Greece for 1970-
1998, and for the entire Euro area from 1999 onwards. The Committee also publishes,
in spring and autumn, the current state of aggregate economic activity in the Euro area
and launches research initiatives aimed at monitoring and better understanding aggregate
economic developments in the Euro area.

Due to the limitation of aggregate economic activity data in pre-Euro area periods, we
decided to start the sample in 1970:M1 and end it in 2021:M5, which gives us a total of 5
recessions in 51 years, i.e. roughly one every 10 years. Again, this allowed applying the EM

algorithm with a small number of missing data, which favors a healthy database from the

26



point of view of collinearity between the final series.

The leading database is formed by 220 series selected from the data of Costa et al. (2021).
The coincident database is formed by 126 series from the ECB, Fred-OECD, and IMF; see
Appendix A for the full list of coincident and leading variables for the Euro Area.

For the coincident series, we used a maximum of eleven principal components and a
minimum of four. In the leading database, where the number of series again can reach
more than 1,000 depending on the specification used, we used a maximum of 22 principal
components and a minimum of seven.

With the principal components of the coincident and leading series, following the proce-
dure in Issler and Vahid (2006), we estimated the basic cycles by canonical correlations and
later the Probit model, obtaining the maximum likelihood estimates of 3, 81, By, -, By
necessary to predict in real time the European recessions dated by the CEPR-EABCN.

Next, we show the general results for the choice of cut-off thresholds, based on the ROC
analysis, similar to the one made for the U.S. above. It is clear that the European results show
a worsening in relation to the results for the U.S., since the best estimate of the probability of
recession is approximately 80%, with the threshold of 10%. This outcome is possibly due to
the shorter sample size of the European data, compared to the U.S. data, and fewer number

of recessions/expansions used as input in the Probit model.

Figure 6 — Frequency of events correctly predicted

out-of-sample for Europe (all models)
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The search for a European benchmark model led us to the model with 4 coincident prin-
cipal components (53.1% of the coincidental variation) and 5 leading PCs (45.0% of the
leading variation) with two lags. Table 4 presents the estimates of our chosen benchmark

Probit model for Europe.
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Table 4 — Probit model estimates (Euro area)
full sample (2SCML)

Regressor B, Robust std. dev. of j3;

Constant  -3.19** (0.362)
c1t 21.50% (2.609)
Cas 27,03 (3.538)
can 15.70% (3.721)
Ca 9.21 (5.711)

Note: ** and *** denote 5% and 1% significance levels, respectively.

For the benchmark model, the results for the choice of cut-off thresholds are slightly more
encouraging compared to the previous graph, especially for the threshold of 20% — 96.36%

and 79.17%, respectively for the probability of expansion and recession.

Figure 7 — Frequency of events correctly predicted

out-of-sample for Europe (benchmark model)
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In our last exercise for Europe, which uses the benchmark model, with four coincident
principal components and five leading principal components with two lags, we show the
results of the out-of-sample forecasts, for the following episodes, 2007:M12-2011:M8, 2011
:M9-2015:M7, 2015:M8-2019:M11, and 2019:M12 onwards.
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Figure 8 — Probability of recessions in real time for Europe (benchmark model)
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Notes: Gray bars indicate the CEPR-EABCN recession periods, and blue bars denote real-time forecast episodes.

Empirically, the good forecast in real time is remarkable in the various episodes, perhaps
with the exception of the first one — 2007:M12-2011:M8 — in which we observed potentially
false forecasts of recession in periods of expansion according to the CEPR-EABCN, noting

they were slightly worse than those for the U.S.

3.3 Brazil and China

Despite Brazil having a business cycle dating committee — CODACE — the results using the
methodology proposed here were disappointing, in the sense that the model is barely able to
distinguish between recessive and non-recessive periods. In our assessment, the problem is
not the methodology itself, as it worked well for the U.S. and Europe, but it has to do with
the lack of longer data on economic activity for a broad set of coincident series and even the
lack of this same set for the leading series.

The Chinese economy has shown unusual resilience since the 1990s, when GDP only once
experienced negative quarterly growth. For this reason, we understand that it makes little
sense to investigate the probability of a recession based on current historical data. Thus, we

leave the investigation of these two countries for future research.
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3.4 Practical recommendations

As a result of the critical analysis of the previous literature, and of the empirical exercises of
dating of recessions presented here, we provide practical recommendations for the dating of
recessions in real time using big data, summarized as follows:

(i) Scope: The techniques discussed in this paper can be immediately applied to countries
or regions that have official business cycle dates, the most relevant today being the U.S. and
the Euro Area;

(ii) Leading series: It seems very difficult to have a model for dating recessions in real
time that does not contain a good group of leading variables, which must be large enough to
benefit from the use of big data techniques and generate accurate predictions of the state of
the economys;

(iii) Coincident series: An important question is about the format of the coincident
series. The set of series must be large, as in Stock and Watson (2014), who used a set of
270 series representing four main groups of variables: industrial production, income, sales
and employment. Ideally, one would use the same database that Stock and Watson used.
However, the missing data present in most of the sample bring a practical empirical issue to
be solved; and

(iv) Principal components versus canonical correlations: Stock and Watson (2014)
use principal component analysis and state-space models to identify and estimate common
factors. In this approach, there is no direct connection between coincident and leading series.
In Issler and Vahid (2006), who use canonical correlation analysis, only the predictable parts
of the coincident series using the leading series are used in the structural Probit model that

predicts recession probabilities.?

This eliminates the noise present in the coincident series. Despite this, one must use principal components to reduce the
size of the coincident and leading databases, since, in some cases, there are more series than temporal observations, which makes

the direct application of regression models not feasible.
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4 Conclusions

First, this article focused on a brief review of the specialized literature on recession dating
models, whether real-time or slightly a posteriori. Both are of practical interest, as, with
such models, firms can anticipate sudden drops (or increases) in asset prices in order to
adjust their input needs, which is fundamental for cost-minimizing firms. On the other hand,
such models are useful for policymakers to better track the state of the economy in a timely
manner, providing valuable insights for decision-making.

In this sense, this paper presents several relevant articles from this literature, including
Chauvet and Hamilton (2006), Issler and Vahid (2006), Stock and Watson (1989, 1991, 1993a,
1993b, 2002, 2010, 2014), Hamilton (2011), and Kotchoni and Stevanovic (2018).

Second, in the light of the results of our literature survey, we consider which are the best
tools that can indicate the beginning of a recession in real time, or slightly a posteriori. At
this point, we decided to use a modified version of the Issler and Vahid methodology, adapted
for a big data environment based on the advantages presented by Stock and Watson (2014).

Our results show it is possible to follow the state of the economy of some key coun-
tries or agglomerations of countries (Europe) using these models, provided that appropriate
techniques for reducing the dimensionality of the databases are implemented — canonical
correlations and principal component analysis. Depending on the cut-off thresholds, for the
U.S. benchmark model, it is possible to track the state of the economy by predicting out-
of-sample recessions with 98.39% and almost 100% accuracy for recessions and expansions,
respectively. For the Euro Area, in this same context, we can reach 79.17% and 96.36%

accuracy for recessions and expansions, respectively.
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Appendix A. Database

Table A1l — Leading series of economic activity for the United States

Category Name Source Nickname tcode

1 [Output and Income Fieal Personal Income FRED-MO RFI 5
2 [ Cutput and Income Real perzonal income e transker receipts FRED-IDO WETERH )
3 [ Output and Income IF Index FRED-MO INDFRO 5
4 [ Cutput and Income IF: Final Products and Monindustrial Supplies FRED-IDO IFFPMES )
5 | Output and Income IP: Final Products [Market Group) FRED-IMD IPFINAL )
E | Cutput and Income IF: Conzumer Goods FRED-IDO IPCONGD )
¥ | Output and Income IP: Durable Consumer Goods FRED-IMD IPOCOMGD )
g | Cwutput and Income IF: Mondurable Consumer Goods FREDC-IMD IPRCONGD &
9 | Output and Income IP: Businesz Equipment FRED-IMD IPEUEER )
10 | Output and Income IF: Materials FRED-IMDO IFRAST 8
1 | Output and Income IP: Durable Materials FRED-IMD IPOMAAT )
12 | Output and Income IF: Mondurable Materials FRED-IMDO IPRRART 8
13 | Output and Income IF: Mlanufacturing [SIC) FRED-IMDO IFPARNEICS 8
14 | Output and Income IF: Residential Utilities FRED-IMDO IFES222s 8
15 | Output and Income IF: Fuels FREDC-IDO IPFLUELE [z}
16 | Output and Income Zapacity Utilization: Manufacturing FRED-IMO CURFHE 2
17 | Labor market Help-wanted Inde for United States FREDC-IDO Hwl 2
12 | Labor market Ratio of Help Wanted!ho. Unemployed FREDC-MO Hw IURATIO 2
19 [Labor market Civilian Labor Foree FRED-MD CLF1EOY 5
20 |Labor market Civilian Emplayment FRED-MO CE1ROY 5
21 | Labormarket Civilian Unemployment Rate FREDC-IDO UMRATE 2
22 |Labor market Awerage Duration of Unemployment [Weeks) FRED-MO LIERPIE &0 2
23 |Labor market Civilianz Unemployed - Less Than & Weeks FREDC-IDO UEMPLTE [z}
24 |Labor market Civilianz Unemployed for 5-14 Weeks FRED-MO LIERAPST 014 5
26 |Labor market Civilianz Unemployed - 16 Week.s & Ower FRED-IDO UERPEDY )
26 |Labor market Civilianz Unemployed for 15-26 Weeks FRED-MO UERPIST 26 5
27 |Labor market Civilianz Unemployed For 27 Weeks and Ouer FRED-IDO LUERP2TOY )
28 |Labor market Iriitial Claims FRED-MD CLAIMSx 5
29 |Labor market Al Employess: Total nonfarm FRED-IDO PATEME )
30 |Labor market Al Employees: Goodz-FProducing Industries FRED-MO UEGE000 5
31 | Labor market Al Employees: Mining and Logging: Mining FRED-IDO CESI02I00000] )
32 |Labor market AllEmployess: Construction FRED-IMD UECONE )
32 |Labor market Al Employess: Manufacturing FRED-IDO FALMEMP )
34 | Labor market Al Employees: Ourable goods FRED-IMD DORAAMERF )
35 |Labor market Al Employees: Mondurable goods FREDC-IMD NOMANENP &
36 | Labor market AllEmployees: Service-Providing Industries FRED-IMD ERYFRD )
37 |Labor market AllEmployees: Trade, Transportation & Uilities FRED-IMDO UETPU 8
38 |Labor market AllEmployess: Wholesale Trade FRED-IMD UswTRADE )
34 |Labor market Al Employees: Retail Trade FRED-IMDO UETRADE 8
40 |Labor market AllEmployess: Financial Activities FRED-IMDO USFIRE 8
41 | Labor market AllEmployees: Government FRED-IMDO UEE0VT 8
42 |Labor market Augweekly Hours : Goods-Froducing FREDC-IDO CESOE00000007 1
43 |Labor market Awg weekly Oyertime Hours : Manufacturing FRED-IMDO AOTRAM 2
44 | Labor market Augweekly Hours : Manufacturing FREDC-IDO A HRAN 1
45 | Labor market AwgHourly Earnings : Goods-Producing FREDC-MO CEZ0G00000005 5
46 |Labor market AugHourly Earnings : Construction FREDC-IDO CES200000000F [z}
47 | Labor market AwgHourly Earnings : Manufacturing FRED-MO CEZ3000000005F 5
48 [Housing Housing Starts: Tatal Mew Privately Owned FREDC-IDO HOLIET 4
45 [Housing Housing Starts, Martheast FRED-MO HOUSTHE 4
80 [Housing Housing Starts, Midwest FREDC-IDO HOLETRw 4
51 |Housing Housing Starts, South FRED-MO HOUETS 4
82 [Housing Housing Startz, west FRED-IDO HOLIST W 4
83 [Housing Mew Private Housing Permits [SAAR] FRED-MO PERMIT 4
B4 [Housing Plew Private Housing Permits, Martheast [SAAF] FRED-IDO PERMITHE 4
65 [Housing Mew Private Housing Permits, Midwest [SASR) FRED-MO PERMTRYW 4
BE  [Housing Plew Private Houging Permits, South [SA28F) FRED-IDO PERMITS 4
87 |Housing Few Private Housing Permits, West [SAAR) FRED-MO PERMITw 4
88 | Consumption, orders, and inventories | Real perzonal consumption expenditures FRED-IDO DPCERASMOSEZBES )
59 | Consumption, orders, and inventories | Fieal Manu. and Trade Industries Sales FRED-IMD CRMRMT EPLx )
B0 | Consumption, orders, and inventories | Retail and Food Services Sales FRED-MO RETAILx g
B1 | Consumption, orders, and inventories | Mew Orders for Consumer Goods FRED-IMD ACOGND )
62 | Consumption, orders, and inventories | Mew Orders for Durable Goods FREDC-IMD ARADMMOS &
E3 | Consumption, orders, and inventories | Mew Orders for Mondefense Capital Goods FRED-IMD AMOENCx )
64 | Consumption, orders, and inventories | Unfilled Qrders for Durable Goods FRED-IMDO ARADMUIO: 8
65 | Consumption, orders, and inventories | Total Business Inventories FRED-IMDO BLIEINY x 8
BE | Consumption, orders, and inventories | Total Businezs: Inventories to Sales Ratio FRED-IMDO IZRATION 2
€7 | Consumption, orders, and inventories | Consumer Sentiment Indey FRED-IMD UMCEEMNT 2

Note: The column "tcode" denotes the following series transformations:

(1) no transformation; (2) AfL'ﬁ (3) A2let; (4) ln(xt); (5) Aln(xt): (6) AQIH(xt>.
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Table A2 — Leading series of economic activity for

the United States (cont.)

Category Name Source Nickname tcode
68 [Money and credit 1 Money Stock, FREDC-IMD RMEL &
9 | Money and credit 12 Money Stock FRED-IMD MZEL )
70 [Money and credit Real M2 Money Stock, FRED-IMDO MEREAL 8
1 | Money and credit Mlonetarny Base FRED-IMD BOGMEASE )
72 [Money and credit Total Reserves of Depositary Institutions FRED-IMDO TOTREZNE 8
73 [Money and credit Feserves OF Depository Institutions FRED-IMDO NONBORRES T
74 [Money and credit Commercial and Industrial Loans FRED-IMDO BUZLOANE 8
76 [Money and credit Feal Estate Loans at All Commercial Banks FREDC-IDO REALLM [z}
& [Money and credit Total Monrevalving Credit FRED-IMDO MNOMREYEL 8
77 [Money and credit Monrevolving consumer credit to Personal Income FREDC-IDO CONEPI 2
78 [Money and credit 21 Money Stock, FRED-IMDO MZMEL 8
74 [Money and credit Consumer Maotor Yehicle Loans Outstanding FREDC-IDO CTCOLMWHF MR [z}
80 Money and credit Total Consumer Loans and Leazes Outstanding FREDC-MO DOTCTHFRM 5
81 | Money and credit Securities in Bank Credit at 21l Commercial Bank.s FRED-IMD INVEST 2}
&2 |Interest and exchange rates Effective Federal Funds Rate FRED-MO FEDFUNDS 2
23 |Interest and exchange rates 3-Month AA Financial Commercial Paper Rate FREDC-IDO CP3M: 2
&4 |Interest and exchange rates 3-Manth Treasury Bill FRED-MO TEIME 2
96 |Inkerest and enchange rates E-Manth Treazury Eill FRED-IDO TEEME 2
86 |Interest and exchange rates 1-'ear Treasury Rate FRED-MO GEl 2
47 |Inkerest and enchange rates B-ear Treazuny Rate FRED-IDO GE5 2
88 |Interest and exchange rates 10-Y'ear Treasury Rate FRED-MO GEI0 2
49 |Inkerest and enchange rates Moody's Seasoned Aaa Corporate Bond Yield FRED-IDO e 2
A0 |Interest and exchange rates Moody'z Seasoned Baa Corporate Bond Yield FRED-MO EiAdb 2
91 |Interest and exchangs rates 3-Maonth Commersial Paper Minus FEOFURMDS FRED-IDO COMPAPFFx 1
92 |Interest and exchange rates 3-Month Treasury C Minus FEOFURMDS FRED-IMD TEIEMFFM 1
93 |Inkerest and enchange rates E-Manth Treazury CMinuz FEDFURNDS FRED-IDO TEEEMFFM 1
34 |Interest and exchange rates 1-'ear Treasury © Minus FEDFURMDS FRED-IMD TIFFM 1
98 |Interest and enchange rates B-ear Treazuny C Minus FEOFUNMDS FREDC-IMD TEVFFR 1
96 |Interest and exchange rates 10-*ear Treasury C Minus FEDFUMDS FRED-IMD TIOTFFR 1
47 |Interest and exchange rates Moody’s Aaa Corporate Bond Minus FEOFUMDS FRED-IMDO AAAFFR 1
93 |Interest and exchange rates Moodys Baa Corporate Bond Minus FEOFURMDS FRED-IMD EAAFFI 1
99 |Interest and enchange rates Trade Weighted LS. Dollar Index FRED-IMDO T EXAFEGEMTHe 8
100 | Interest and exchange rates Switzerland ¢ 115, Foreign Exchange Fate FRED-IMDO EXSZUEx 8
10 |Interest and exchange rates «Japan LS. Foreign Exchange Rate FRED-IMDO ExJPUEx 8
102 | Interest and exchange rates LS. LK. Foreign Exchange Rate FREDC-IDO EXUEUK: [z}
10% | Interest and enchange rates Canada { LS. Foreign Exchange Fate FRED-IMO ExiCa W 5
104 Frices FFI: Finished Goods FRED-MD WPSFD4a207 5
105 | Prices FFI: Finished Consumer Goods FRED-MD WP EFD4EE02 13
10E | Frices FFI: Intermediate Materials FRED-MD WPEIDET 5
107 | Prices FFIL: Crude Materials FRED-MD WPEIDE2 5
108 | Frices Crude Oil, spliced W Tl and Cushing FREDC-IDO QILPRICE: [z}
103 | Frices FFI: Metals and metal products FRED-MO PPICRR 5
o |Prices CFI: Al lkerns FREDC-IDO CRIAUCEL [z}
il |Frices CFI: Apparel FRED-MO CRIAPPEL 5
N2 |Prices CPI: Transportation FRED-IDO CRITRMEL )
13 | Prices CPI: Medical Care FRED-MD CPRIMEDSL 5
14 | Prices CPI: Commodities FRED-MD CLERO000ZAC 5
15 | Prices CFl: Durables FRED-MD CUSRO000SAD 5
ME | Prices CPI: Services FRED-MD CLERO000SAS 5
W7 | Prices CPI: Al lkens Less Food FRED-MD CRIULFEL 5
12 | Prices CPI: Allitenz lezs shelter FRED-MD CLERO000SADLZ 5
13 | Prices CFI: Alliterns lezs medical care FRED-IMD CLSRO000SA0LS 5
1200 | Prices Perzonal Cons. Expend.: Chain Indes FRED-IDO PCERI )
121 | Prices Personal Cons. Exp: Durable goods FRED-IMD DOURRGIMOSESEE A )
122 | Prices Perzonal Cons, Exp: Mondurable goods FREDC-IMD DMOGRESMOSESEES &
123 | Prices Personal Cons. Exp: Services FRED-IMDO DEERRGIMOGEEEES 5
124 | Stock market 5Pz Common Stock Price Indes: Composite FRED-IMDO ERPEOO 8
125 [ Stock market SiFs Common Stock Price Indes: Industrials FRED-IMD SEF_indust 5
126 | Stock market SiP?z Composite Common Stock; Dividend Yield FRED-IMDO EhP_div_yicld 2
127 | Stock market 5Pz Composite Common Stock: Price-Earnings Ratio FRED-IMDO SkP_PE_ratio 8
122 | Stock market CEOE S&P 100 Volatility Indew: VHO FRED-IMD WHOCLEx 1
129 | Industrial Froduction Froduction of Total Industryin Austria FRED AUTPROINDMIEME] 5
120 | Industrial Production Production of Total Industry in Belgium FRED EELPROIMDRMIEME] 5
131 | Industrial Froduction Froduction of Total Industryin Brazil FRED ERAPROINDMIZME] 5
132 | Industrial Production Production of Total Industryin Canada FREDO CANPROINDMIZME] 5
133 | Industrial Froduction Froduction of Total Industryin Chile FRED CHLPROIMDMIEME] 5
134 | Industrial Froduction Froduction of Total Industry in Czech Republic FRED CEZEPROINDRIEMEL 5

Note: The column "tcode" denotes the following series transformations:

(1) no transformation; (2) AZEt; (3) A2It; (4) ln(ZL't); (5) Aln(l’t); (6) Azln(l’t)
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Table A3 — Leading series of economic activity for the United States (cont.)

Category Name Source Nickname toode
135 | Industrial Froduction Froduction of Total Industry in Denmark, FRED DMKPROINDRIEMEL 5
136 | Industrial Froduction Production of Total Industry in Finland FRED FINFROIMDRIZME] 5
137 | Industrial Production Production of Total Industry in France FRED FRAPROINDRIZMEL 5
135 | Industrial Froduction Froduction of Total Industry in Germany FRED DELUPROINDRIZMEL 5
129 | Industrial Production Production of Total Industry in Greese FRED GRCPROINDOMIZME] 5
140 | Indusztrial Production Froduction of Total Industry in Hongary FRED HUMFROIMNDRIERMEL 5
| Industrial Production Production of Total Industry in reland FRED IRLPROIMDRIEREI 5
142 | Indusztrial Production Froduction of Total Industry in lsrael FRED IZRFROIMOMIZME] 5
142 | Industrial Production Production of Total Industry in kaly FRED TAPROIMDRIZME] 5
144 | Industrial Froduction Froduction of Total Industry in Japan FRED JPMPROINDMIEME] 5
145 | Industrial Production Production of Total Industry in Korea FRED KORPROINDRIEME] 5
& | Industrial Froduction Froduction of Tokal Industry in Metherlands FRED NLOPROIMDMIZME] 5
147 | Industrial Froduction Froduction of Total Industry in Momay FRED MORPROINDORMIZME] 5
148 | Industrial Froduction Froduction of Total Industry in Poland FRED POLPROINDMIZME] 5
143 | Industrial Froduction Production of Total Industry in Portugal FRED PRTPROIMDRIEKE] 5
160 | Industrial Production Production of Total Industry in Ruzzian Federation FRED RUEPROINDRIEZMEL 5
151 | Industrial Production Production of Total Industry in Spain FRED ESPPROINDRIERE! 5
152 | Industrial Praduction Praduction of Tatal Industry in Sweden FRED SWEFROINDMIZME] H
153 | Industrial Production Production of Total Industry in Turkey FRED TURPROINDRMISMEL 5
154 | Industrial Production Production of Total Industry in United Kingdom FRED GERPROINDMIZME] 5
155 | Industrial Productionin the U5, Industrial Production: Durable Manufacturing FRED IFDIRAAN 5
156 | Industrial Productioninthe LS Industrial Production: Durable Goods: Iron and Steel Products FRED IPGEHIAZE 5
167 | Industrial Froductionin the LS. Industrial Froduction: Durable Goods: Alumina and Aluminum Froduction and Processing FRED IPGEEIEE 5
158 | Industrial Produsction in the 1.5, Industrial Production: Durable Goods: Raw Steel FRED PN HAZRE 5
163 [Industrial Production in the LS. Industrial Froduction: Durable Goods: Automative Froducts FRED IPESTI0E H
160 | Industrial Produsction in the 1L, Industrial Production: Durable Goods: Cement and Concrete Product FRED IPG32TIE 5
1E1 | Industrial Production in the LS. Industrial Production: Durable Goods: Primarny Metal FRED PGS 5
162 | Industrial Froduction in the LS. Industrial Froduction: Durable Goods: Machinery FRED IPGHSHE 5
162 | Industrial Production in the LS. Industrial Production: Durable Goods: Aerozpace and Mize. Transportation Equipment FRED IPGESEATSE 5
164 [ Induztrial Production in the LS. Industrial Production: Mon-Durable Goods: Food FRED IPGETS 5
165 | Industrial Produstion inthe LS, Industrial Production: Mon-Durable Goods: Petraleun and Coal Products FRED IPG324% 5
166 [ Induztrial Production in the LS. Industrial Production: Mon-Durable Goods: Chemical FRED IPG325% 5
167 | Industrial Productioninthe LS Industrial Production: Mon-Durable Goods: Plastics and Rubber Products FRED IPG3263 5
162 [Industrial Production in the LS. Industrial Froduction: Mon-Durable Goods: Petroleun Fefineries FRED IPG324TE H
163 | Industrial Productioninthe LS Industrial Production: Mon-Durable Goods: Pharmaceutical and Medicine FRED IPG32543 5
170 [ Industrial Froduction in the LS. Industrial Froduction: Mon-Durable Goods: Flastics Material and Resin FRED IPM325211E H
171 | Industrial Froduction in the LS. Industrial Production: Construction Supplies FRED IPES41005 5
172 | Industrial Froductionin the LS. Industrial Froduction: Mon-Enerqy, Total FRED IPXE00IES 5
173 | Industrial Froduction in the LS. Industrial Production: Energy, Tokal FRED IPESO0&E3S 5
174 [Industrial Production in the LS. Industrial Production: Electric and Gas Utilities FRED IPLITIL 5
175 [Induztrial Production in the LS. Industrial Production: Electric Fower Generation, Transmission, and Distribution FRED IPGE21E 5
176 | Industrial Production in the LS, Industrial Production: Mining: Crude Cil FRED PG HCE 5
177 | Indus=trial Production in the LS. Industrial Production: Mining: Crude Petroleum and Matural Gas Extraction FRED PGS 5
178 | Industrial Production in the LS, Industrial Production: Mining: Ol and Gas Extraction FRED PG 5
179 | Industrial Froductionin the LS. Industrial Froduction: Mining: Copper, Mickel, Lead, and Zine Mining FRED IPG2223E 5
120 | Industrial Production in the LS, Industrial Production: Mining: Matural Gas FRED PR HGE 5
181 | Industrial Froduction in the LS. Industrial Froduction: Mining: Coal Mining FRED IPM221% 5
1532 | Industrial Froduction in the LS. Industrial Production: Mining: Iron Ore Mining FRED IPR212215 5
183 | Industrial Production in the U5, Industrial Production: Mining: Drilling Qil and Gas wells FRED IPPAETE 5
134 | Economic uncertainty Folicy-related economic uncertainty index for Australia Economic Folicy Uncertainty EPLI_fustralia 1
185 | Ezonomic uncertainty Policy-related economic uncertainty inde: for Brazil Economic Palicy Uncertainty EPLI_Erazil 1
1a36 | Economic uncertainty Folicy-related sconomic uncertainty index for Canada Economic Folicy Uncertainty EPLI_Canada 1
187 | Ezonomic uncertainty Policy-related economic uncertainty indes for Chile Economic Palicy Uncertainty EPLI_Chile 1
188 | Economic uncertainty Folicy-related economic uncertainty indes for China Economic Policy Uncertainty EFLL_China 1
129 | Economic uncertainty Policy-related economic uncertainty index for Colombia Economic Palicy Uncertainty EPLI_Colombia 1
130 | Economic uncertainty Folicy-related economic uncertainty indes for France Economic Policy Uncertainty EFLI_France 1
191 | Economic uncertainty Policy-related economic uncertainty index for Germany Economic Palicy Uncertainty EPLI_Germany 1
132 | Economic uncertainty Folicy-related economic uncertainty index for Greece Economic Folicy Uncertainty EPL_Greeee 1
133 | Economic uncertainty Policy-related economic uncertainty index for India Economic Policy Uncertainty EPLLIndia 1
134 | Economic uncertainty Folicy-related economic uncertainty index for Ireland Economic Folicy Uncertainty EPLI_Ireland 1
135 | Economic uncertainty Folicy-related economic uncertainty index for Italy Economic Folicy Uncertainty EPLL_Italy 1
196 | Ezonomic uncertainty Policy-related economic uncertainty indey for Japan Economic Palicy Uncertainty EPL_Japan 1
137 | Economic uncertainty Folicy-related ezonomic uncertainty index for Korea Economic Folicy Uncertainty EPL_Korea 1
198 | Ezonomic uncertainty Policy-related economic uncertainty inde: for Metherands Economic Palicy L inky EPLI_Metherland: 1
139 | Economic uncertainty Folicy-related economic uncertainty indes for Bussia Economic Policy Uncertainty EFLL_Russia 1
200 | Exonomic uncertainty Policy-related economic uncertainty inde: for Spain Economic Palicy Uncertainty EPLL_Zpain 1
201 | Econamic uncertainty Folicy-related economic uncertainty indes for Singapore Economic Policy Uncertainty EFLL_Singapore 1
202 | Economic uncertainty Policy-related economic uncertainty indes for LK Economic Palicy Uncertainty EPLI_UK 1
203 | Economic uncertainty Folicy-related economic uncertainty index for LIS Economic Folicy Uncertainty EPL_US 1

Note: The column "tcode" denotes the following series transformations:

(1) no transformation; (2) A.T}t; (3) Azﬂft; (4) 1n($t>; (5) Aln(ﬂft); (6) A2ln(1’t>.
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Table A4 — Leading series of economic activity for

the United States (cont.)

Category Name Source Nickname tcode
204 | Economic uncertainty Geopolitical Risk Indey of Caldara and lacoviello Geopolitical Risk. GPR_ARGENT IR 1
205 | Economic uncertainty Geopolitical Fisk Indes of Caldara and lacoviello Gieopolitical Risk GPR_ERAZIL 1
206 | Economic uncertainty Geopolitical Risk Indey of Caldara and lacoviello Geopolitical Risk. GPR_CHIMA 1
207 | Economic uncertainty Geopolitical Fisk Indes of Caldara and lacoviello Gieopolitical Risk GPR_COLOMEIA 1
208 | Ezonomic uncertainty Geopolitical Risk Indey of Caldara and lacovisllo Geopolitical Risk. GPR_HOMG_KONG 1
203 | Economic uncertainty Geopolitical Fisk Indes of Caldara and lacoviello Gieopolitical Risk GPF_INDIA 1
210 | Ezonomic uncertainty Geopolitical Risk Indey of Caldara and lacovisllo Geopolitical Risk. GPR_INDOMESIA 1
211 | Economic uncertainty Geopolitical Fisk Indes of Caldara and lacoviello Gieopolitical Risk GPF_ISRAEL 1
212 | Ezonomic uncertainty Geopolitical Risk Indey of Caldara and lacovisllo Geopolitical Risk. GPF_KOREA 1
213 | Economic uncertainty Geopolitical Fisk Index of Caldara and lacoviello Gieopolitical Risk GRF_MALLT E1 1
214 | Ezonomic uncertainty Geopolitical Risk Indey of Caldara and lacovisllo Geopolitical Risk. GPR_MEXICO 1
215 | Economic uncertainty Geopolitical Risk Index of Caldara and lacoviello Geopolitical Risk. GFR_FHILIFFINES 1
216 | Ezonomic uncertainty Geopolitical Risk Indey of Caldara and lacovisllo Geopolitical Risk. GPR_RUEEL. 1
217 | Econamic uncertainty Geopolitical Risk Index of Caldara and lacoviello Geopolitical Risk. GFR_ZALUDL ARAEIA 1
218 | Ezonomic uncertainty Geopolitical Risk Indey of Caldara and lacovisllo Geopolitical Risk GPR_SOUTH_AFRICA 1
219 | Economic uncertainty Geopolitical Risk Index of Caldara and lacoviello Geopolitical Risk. GFR_THAILAND 1
220 | Economic uncertainty Feopolitical Risk Indes of Caldara and lacoviello Geopolitical Risk GPR_TURKEY 1
221 | Econamic uncertainty Geopolitical Risk Index of Caldara and lacoviello Geopolitical Risk. GFR_UKRAINE 1
222 | Economic uncertainty Feopolitical Risk Indes of Caldara and lacoviello Geopolitical Risk GPR_YEMEZUELA 1
223 | Economic uncertainty Geopolitical Risk Index of Caldara and lacoviello Gieopolitical Risk. GRR 1
224 | Economic uncertainty Feopolitical Risk Indes of Caldara and lacoviello Geopolitical Risk GPR_THREAT 1
225 | Economic uncertainty Geopolitical Fisk Index of Caldara and lacoviello Geopolitical Fisk GRR_ACT 1
226 | Economic uncertainty Feopolitical Risk Indes of Caldara and lacoviello Geopolitical Risk GFR_EROAD 1
227 | Economic uncertainty Geopolitical Risk Indey of Caldara and lacoviello Geopolitical Risk GPR_NARROYW 1
228 | Economic uncertainty Feopolitical Risk Indes of Caldara and lacoviello Geopolitical Risk, GPRH 1
223 | Economic uncertainty Geopolitical Risk Indey of Caldara and lacoviello Geopolitical Risk. GFRHT 1
230 | Economic uncertainty Feopolitical Risk Indey of Caldara and lacoviello Geopolitical Risk, GPRHA 1
231 | Leading Indicator DECD Composite Leading Indicator (CLI) for Australia OECD CLI_Auztralia 2
232 | Leading Indicator DECD Composite Leading Indicator [CLI) for Austria OECD CLI_Austria H
233 | Leading Indicator DECD Composite Leading Indicator (CLI) for Belgium OECD CLI_Belgium 2
234 | Leading Indicator DECD Composite Leading Indicator (CLI] for Brazil OECD CLI_Erazil 2
235 | Leading Indicator DECD Composite Leading Indicator (CLIJ for Canada OECD CLI_Canada 2
236 | Leading Indicator DECD Composite Leading Indicator (CLI for Chile OECD CLI_Chile 2
237 | Leading Indicator DECD Composite Leading Indicator [CLI for China QECD CLI_China 2
238 | Leading Indicator DECD Composite Leading Indicator (CLI) for Colombia OECD CLI_Colombia 2
229 | Leading Indicator DECD Composite Leading Indicator (CLI) for Czech Republic QECD CLI_Caech Republic 2
240 | Leading Indicator DECD Composite Leading Indicator (CLI) for Denmark OECD CLI_Dienmark 2
241 | Leading Indicator DECD Composite Leading Indizator [CLI for Estonia QECD CLI_Estonia 2
242 | Leading Indicator DECD Composite Leading Indicator (CLI) for Finland OECD CLI_Finland 2
243 | Leading Indicator DECD Composite Leading Indicator [CLI For Franee QECD CLI_France 2
244 | Leading Indicator CDECD Composite Leading Indicator (CLI) for Germany OECD CLI_Germany 2
245 | Leading Indicator DECD Composite Leading Indicator [CLI) For Greees QECD CLI_Greece 2
246 | Leading Indicator CDECD Composite Leading Indicator (CLI) for Hungary OECD CLI_Hungary 2
247 | Leading Indicator DECD Composite Leading Indicator [CLIJ For leeland QECD CLI_lecland 2
248 | Leading Indicator DECD Compaosite Leading Indicator [(CLI For India QECD CLLIndia 2
249 | Leading Indicator DECD Composite Leading Indicator (CLI For Indonesia QECD CLI_Indaonesia 2
280 | Leading Indicator DECD Compaosite Leading Indicator (CLI For Ireland QECD CLLIreland 2
261 | Leading Indicatar DECD Composite Leading Indicator (CLI) for lsrasl QECD CLI_lsracl 2
262 | Leading Indicator DECD Compaosite Leading Indicator [CLI For Ikaly QECD CLL ltaly 2
263 | Leading Indicator DECD Composite Leading Indicator (CLI) for Japan QECD CLI_dapan 2
254 | Leading Indicator DECD Compaosite Leading Indicator [(CLIY for Korea QECD CLLKorea 2
265 | Leading Indicator DECD Composite Leading Indicator (CLI) for Mezico QECD CLI_Mezico 2
286 | Leading Indicator DECD Composite Leading Indicator (CLI) for Metherlands OECD CLI_Metherlands 2
267 | Leading Indicator DECD Composite Leading Indicator (CLI) for Morway QECD CLI_MNorway 2
268 | Leading Indicator DECD Composite Leading Indicator (CLI) for Poland OECD CLI_Foland 2
269 | Leading Indicator DECD Composite Leading Indicator [CLI) for Portugal QECD CLI_Pertugal 2
260 | Leading Indicator DECD Composite Leading Indicator [CLI) for Russia OECD CLI_Ruzzia 2
261 | Leading Indicator DECD Composite Leading Indicator [CLI) for Slovak Republic QECD CLI_Zlovak Republic 2
262 | Leading Indicator DECD Composite Leading Indicator [(CLI) for Slovenia OECD CLI_Elaweniz 2
263 | Leading Indicator DECD Composite Leading Indicator [CLI) for South_Africa QECD CLI_Zouth_Africa 2
264 | Leading Indicator DECD Composite Leading Indicator (CLI) For Spain OECD CLI_Zpain 2
265 | Leading Indicator DECD Composite Leading Indicator [CLI for Sweden OECD CLI_Zweden H
266 | Leading Indicator DECD Composite Leading Indicator [CLI) for Switzerland OECD CLI_Zwitzerland 2
267 | Leading Indicator DECD Composite Leading Indicator (CLI for Turkey OECD CLI_Turkey 2
268 | Leading Indicator DECD Composite Leading Indicator (CLI) for United Kingdom OECD CLI_UK 2
263 | Leading Indicator DECD Composite Leading Indicator (CLI) for United States of America OECD CLI_Us4& 2
270 | Leading Indicator DECD Composite Leading Indicator [CLI for Euro area [19 countries) QECD CLI_Eura_area 2
271 | Leading Indicator DECD Composite Leading Indicator (CLI for Big four European QOECD CLI_Eigd_Europcan 2

Note: The column "tcode" denotes the following series transformations:

(1) no transformation; (2) Al’t; (3) A2ZL}: (4) ln(:(:t); (5) Aln(It); (6) Azln(.l’t).
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Table A5 — Leading series of economic activity for the United States (cont.)

Category Name Source Nickname tcode
272 | Leading Indicator DECD Composite Leading Indicator (CLI) For GT QECD CLI_GT 2
273 | Leading Indicator DECD Compaosite Leading Indicator [(CLI for MAFTA QECD CLLNAFTA 2
274 | Leading Indicator DECD Composite Leading Indicator (CLI) for Major five Asia QECD CLI_Majers_sia 2
275 | Leading Indicator DECD Composite Leading Indicator (CLI) for OECD Europe OECD CLI_DECD_Europe 2
276 | Leading Indicator DECD Composite Leading Indicator [CLIJ for QECD Total QECD CLI_OECD Teotal 2
277 | Leading Indicator DECD Composite Leading Indicator (CLI) for OECD Major it MIME QECD CLI_OECD_Majorf_NME 2
278 | Real business conditions in the LS. Aruoba-Diebaold-Sootti Busines= Conditions Indey Federal Reserve Bank of Philadelphia | A0 index 1
278 | Ouantitative Easing Total Aszets (US4 trillions), Federal Reserve Federal Reserve Bank of St Louis QE_FED 5
280 | Quantitative Easing Total Assets (USF trillions), Federal Feserve + European Central Bank « Bank of Japan Federal Reserve Bank of St. Louis RE_FED_EGE_E0J 5
281 | Energy Outlook, Liquid Fuels Consumption, World [million barrels per day) Short-Term Energy Cutlook, LS. ELA | $TEQPATC_WwORLD M 5
282 | Energy Qutlook Liquid Fuels Consumption, JECD [million barrels per day) Short-Term Energy Outlook, U5 El& | STEQ.PATC_OECD.RM 5
283 | Energy Cutlock Liquid Fuels Consumption, non-0ECD [million barrels per day) Short-Term Energy Outlook, LS. ELA | $TEQ.PATC_MOMN_DECDUR 5
284 | Energy Qutlook Crude Oil Production Capacity, JPEC [million barrels per day) Short-Term Energy Outlook, U5, EIA | $TEQ.COPC_OFEC.HM 5
285 | Energy Cutlock Petraleum Product Supply, Total [million barrels per day) Short-Term Energy Outlook, LS. ELA | $TEQPASUPPLY.M 5
286 | Energy Outlook, Crude Oil Production, LS. [million barrels per day) Short-Term Energy Outlook, LS. ENS [ $TEQ.COPRPUEM 5
287 | Energy Cutlook Crude Oil and Qther Liquids Inventory, LS, [million barrels) Short-Term Energy Cutlook, LS. EA | STEQPASC_USM 5
283 | Energy Cutlook Petraleun Met Impaortz, LS. [million barrels per day) Short-Term Energy Cutlook, LS. ELA | $TEQFAIMPORT M 5
289 | Energy Cutlook Rlet Inwentory wWithdrawals, Crude Oil and Other Liquids, LS. [million barrels per day) Short-Term Energy Cutlook, US ElS [ $TEOT 3 _STCHANGE_USM 5
290 | Energy Cutlook Matural Gas Henry Hub Spot Frice, LS. [dollars per thousand cubic feat] Short-Term Energy Cutlook, LS. ELA | $TEQ.MGHHPCF M 5
291 | Energy Outlook, Cost of Coal Delivered to Electric Generating Flants, US. [dollars per million Bitu) Short-Term Energy Cutlook, LS. ElA | STEQ.CLELDUE.M 5
292 | Energy Cutlook Coal Froduction, LS. [million shart tons) Short-Term Energy Outlook, LS. ELA | $TEQ.CLPRPUS_TOM.M 5
233 | Energy Outlook Coal Consumption, LS. [million short tons] Short-Term Energy Outlook, U5 EIA | STEQ.CLTCPUS_TOR.R 5
294 | Energy Cutlook Consumption of Electricity, 115, [billion kilowatthours) Short-Term Energy Outlook, US. ELA | STED.ELCOTWH.M 5
235 | Energy Qutlook Fiaw Steel Production, LS. [million short tons per day] Short-Term Energy Outlook, L5 ElA | STEO.RSPRPUS.M 5
296 | Energy Cutlock Aircraft Utilization, LS. [revenue ton-milesdday thousands) Short-Term Energy Outlook, LS. ELA | $TEQ.RMZZPUZR 5
237 | Energy Qutlook YWehicle Miles Traveled, LS. million mileziday) Short-Term Energy Outlook, LS. EIA | STEQ.MYVMPUE.M 5
298 | Financial markets Baltic Exchange Dry Index [BOI) Thomzon Reuters EALTIC_DRY 1
293 |Financial markets CEOE SPH VOLATILITY wix Thomson Reuters WX 1
300 |Financial markets LS Diollar indes DR Thomson Reuters Ug DOLLAR_INDEX 5
301 | Financial markets MSCIEmerging Markets U Thomson Reuters MZCLEM 5
302 |Financial markets MSC World U Thomson Reuters MEC_WORLD 5
202 |Financial markets EUROSTORK B0 Thomson Feuters EURO_STOXXE0 H
304 |Financial markets S&PEO0ES ENERGY Thomson Reuters FPEO0_EMERGT 5
306 | Financial markets S GSCIEnergy Total Return - RETURM IND. [OF CL) Thomson Reuters P_GECI_EMERGY 5
306 | Financial markets CRE ELS Spot Indes [1367=100) Thomson Reuters CRE 5
307 |Financial markets CFE ELS Spot Index Raw Industrials Thomson Reuters CRE_RAW_IND 3
308 | Financial markets CREELS Spot Indes Metals Thomson Reuters CRE_METALS 5
308 |Financial markets CRE ELS Spot Index Foodstuffs Thomsan Reuters CRE_FOODO 3
30 | Financial markets CREELS Spot Indes Fats & Qils Thomzon Reuters CRE_FATS 5
21 | Financial markets CRE ELS Spot Inde: Livestock Thomsan Reuters CRE_LIVESTOCK 3
32 | Financial markets CRE ELS Spot Index Textiles Thomson Feuters CRE_TEXTI 5
M2 | Financial markets Futures Brent crude oil, Intercontinental Exchange [ICE), 1 maonth Thomson Reuters FUTURE_ERENT_M1 5
314 | Financial markets Futures Brent crude oil, Intercontinental Exchange [ICE], 2 months Thomson Reuters FUTURE_ERENT_MM2 5
M5 | Financial markets Futures Brent crude oil, Intercontinental Exchange (ICE], 2 months Thomson Reuters FUTURE_ERENT_M3 5
36 | Financial markets Futures Brent crude oil, Intercontinental Ezchange (ICE), ¢ months Thomson Reuters FUTURE_EREMT_P4 5
HT | Financial markets Futures Brent crude oil, Intercontinental Exchange (ICE], & months Thomson Reuters FUTURE_ERENT_MS 5
& | Financial markets Futures Brent crude oil, Intercontinental Ezchange (ICE), & months Thomson Reuters FUTURE_EREMT_ME 5
33 | Financial markets Futures Brent crude oil, Intercontinental Exchange (ICE], T months Thomson Reuters FUTURE_BRENT_MT 5
320 |Financial markets Futures Brent crude oil, Intercontinental Ezchange (ICE], & months Thomson Reuters FUTURE_ERENT_M& 3
321 | Financial markets Futures Brent crude oil, Intercontinental Exchange (ICE], 3 months Thomson Reuters FUTURE_BRENT_PA: 5
322 |Financial markets Futuresz Brent crude oil, Intereontinental Ezchange (ICE], 10 months Thomsan Reuters FUTURE_ERENT_RM1O 3
323 |Financial markets Futures Brent crude oil, Intercontinental Exchange (ICE], 1l months Thomzon Reuters FUTURE_EBRENT_M11 5
324 |Financial markets Futures Brent crude oil, Intereontinental Ezchange (ICE], 12 months Thomsan Reuters FUTURE_ERENT_MM12 3
325 | Financial markets Futures Brent crude oil, Intercontinental Exchange [ICE], 24 months Thomson Reuters FUTURE_ERENT_M24 5
326 | Financial markets Futuresz Brent crude oil, Intereontinental Ezchange (ICE], 26 months Thomson Reuters FUTURE_EBRENT_M3E 5
327 | Financial markets Futures Brent crude oil, Intercontinental Exchange [ICE], 48 months Thomson Reuters FUTURE_ERENT_M4& 5
328 | Financial markets Futures Brent crude oil, Intercontinental Exchange (ICE], B0 months Thomson Reuters FUTURE_ERENT_MED 5
323 | Financial markets Futures Brent crude oil, Intercontinental Exchange (ICE]), 72 months Thomson Reuters FUTURE_ERENT_MT2 5

Note: The column "tcode" denotes the following series transformations:

(1) no transformation; (2) AZL‘t; (3) A25Et; (4) ln(l’t); (5) Aln(ﬂ?t); (6) A21n(l’t)‘
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Table A6 — Leading series of economic activity for the Euro Area

Category Name Source Nickname tcode

1 | Output and Income Fieal Personal Income FREDC-MD RFI 5
2 | Output and Income IF Indes FRED-MD INOFRO g
3 [Output and Income IF: Consumer Goods FREDC-MD IPCONGD 5
4 | Output and Income IF: Durable Conzumer Goods FREC-MDO IPOCONGD -1
6 [Cutput and Income IF: Mondurable Consumer Goods FREDC-MD IPNCONGD 5
B | Output and Income IF: Materials FREC-MDO IPRAST g
7 | Output and Income Capacity Ltilization: Manufacturing FRED-MD CUMFRE 2
8 [Labor market Help-wanted Indes for United States FRED-MD Hwl 2
9 |Labor market Clivilian Labor Force FRED-MD CLFIE0Y 5
10 |Labor market Ciwilian Employment FRED-MD CEEOY 5
M |Labor market Ciwvilian Unemployment Rate FRED-MD UMRATE 2
12 |Labor market Auverage Duration of Unemployment [wWeeks) FREDC-MD LEMPREAN 2
12 | Labor market Initial Claims FRED-MD CLAIMS: 5
14 |Labor market All Employees: Total nonfarm FREDC-MD FATEME 5
15 | Labor market Ay wWeekly Hours : Goods-Producing FREC-MDO CES0E00000007 1
16 | Labor market Bug wWeekly Overtime Hours : Manufacturing FRED-MD A OTRAAR 2
17 | Labor market Awg wWeekly Hours : Manufacturing FREC-MDO AutHM AR 1
18 | Labor market £ug Hourly Earnings : Goods-Froducing FRED-MD CES0E00000005 g
19 |Labor market A Hourly Earnings : Construction FRED-MD CEZ2000000005 5
20 |Labor market £og Hourly Earnings : Manufacturing FRED-MD CESF000000005 ]
21 |Housing Housing Starts: Total Mew Privately Owned FREDC-MD HOLIET 4
22 |Housing Mlew Private Housing Permitz [SAAF] FRED-MD PERMIT 4
23 | Consumption, orders, and inventories | Fieal perzonal consumption expenditures FREDC-MD DFCERASMOSEIBEA 5
24 | Consumption, orders, and inventories | Real Manu. and Trade Industries Sales FREC-MDO CRRMTEPLx -1
25 | Consumption, orders, and inventories | Retail and Food Services Sales FRED-MD RETAILx ]
26 | Consumption, orders, and inventories | Mew Orders for Consumer Goods FREC-MDO ACOGND g
27 | Consumption, orders, and inventories | Mew Orders for Durable Goods FRED-MD AMDRNDx L]
28 | Consumption, orders, and inventories | Total Business Inwentories FRED-MD BUSINY: 5
29 | Consumption, orders, and inventories | Total Business: Inventories to Sales Ratio FRED-MD IERATION 2
30 | Consumption, orders, and inventories | Consumer Sentiment Index: FRED-MD LUMCSENT 2
A | Maney and credit Commercial and Industrial Loans FRED-MD BUELOANE g
32 | Money and credit Fieal Estate Loans at All Commercial Banks FREDC-MD REALLM 5
33 | Maney and credit Total Consumer Loans and Leases Outstanding FREC-MDO CITCTHFMRA -1
34 | Money and credit Securities in Bank. Credit at Al Commercial Banks FREDC-MD INVEET 5
35 | Interest and exchange rates Effective Federal Funds Rate FREC-MDO FEOFLUNDE 2
36 | Interest and exchange rates 3-Month Treasury Eill FRED-MD TEIME 2
37 |Interest and exchange rates 1-Year Treasury Rate FRED-MD e 2
38 |Interest and enchange rates B-'fear Treasury Rate FRED-MD G55 2
39 |Interest and exchange rates 10-%ear Treasury Rate FRED-MD 3310 2
40 | Interest and enchangs rates Moody*s Seazoned Aaa Corporate Bond Yield FRED-MD Aty 2
41 |Interest and exchange rates Foody*s Seazoned Eaa Corporate Bond Yield FREDC-MD EBaa 2
42 | Interest and enchangs rates Trade Weighted LLS. Dollar Index FRED-MD T EXAFEGENT Hx g
43 |Interest and exchange rates Switzerland f 5. Foreign Exchange Rate FREDC-MD EXZZUEx 5
44 | Interest and exchange rates Japan{ LS. Foreign Exchange Rate FREC-MDO ExJPUSEx g
45 | Interest and exchange rates LS. UK. Foreign Exchange Rate FRED-MD ExUEUK: =1
46 | Interest and exchange rates Canada { U5, Foreign Exchange Rate FRED-MDO ExCa Uy ]
47 | Frices FFl: Finished Goods FRED-MD wPEFD43207 [
48 |Prices PP Intermediate Materials FRED-MD wREID6 5
43 |Prices PPl Crude Materizls FRED-MD W PSIDE2 5
50 |Prices Crude Qil, zpliced WTl and Cuzhing FREDC-MD OILPRICEx 5
81 | Prices PPl Metals and metal products FRED-MD PPICRM g
52 |Prices CPl: All lkemz FRED-MO CRIAUCEL 5
B3 |Prices Personal Cons. Exp: Durable goods FREC-MDO DOURRGIMOSESEES -1
54 |Prices Fersonal Cons. Exp: Mondurable goods FREDC-MD DNOGREIMOSEEEES 5
85 |Prices Personal Cons. Exp: Services FRED-MDO DEERRGIMOEESEEA ]
BE | Shock market S&F*s Common Stock Price Index: Composite FRED-MD EHPEO0 =1
57 | Stock market S&P?s Common Stock Price Indes: Industrials FRED-MD SEP_indust 5
88 | Stock market S&F s Composite Common Stock: Dividend *ield FRED-MD EhP_div_yicld 2
53 | Srock market StiP*z Composite Common Stock: Price-Earnings Ratio FREDC-MD E&P_PE_ratio 5
E0 | Stock market CEOE S&P 100 Yolatility Indes: vHO FRED-MD W OCLS: 1

Note: The column "tcode" denotes the following series transformations:

(1) no transformation; (2) A.’L’t; (3) AQIEt; (4) ln(l't); (5) Aln($t); (6) A2ln(.’lft).
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Table A7 — Leading series of economic activity for the Euro Area (cont.)

Category Name Source Nickname tcode
&1 |Industrial Production Production of Total Industry in Austria FRED AUTPROINDRIZME! 5
B2 | Industrial Production Production of Total Industry in E=lgium FRED EBELPROINDRIEME] 5
B3 | Industrial Production Production of Total Industry in Brazil FRED EBRAPROINDMIZME! 5
E4 | Industrial Praduction Production of Takal Industry in Canada FREDO CANPROIMORMIEME] 5
B5 | Industrial Production Froduction of Total Industry in Chile FRED CHLPROINDRIEME] 1
BE | Industrial Production Production of Total Industry in Czech Republic FREDO CZEPROINDRIEZMEI 5
EY | Industrial Production Froduction of Tokal Industry in Denmark, FRED DNKPROIMORMIEME 1
B3 | Industrial Production Production of Total Industry in Finland FRED FINFROIMOMISME] H
B9 | Industrial Production Production of Total Industry in Franee FRED FRAPROIMORIZME 5
70 | Industrial Production Production of Total Industry in Germany FRED DEURROINDRIZME! 5
71 | Industrial Production Production of Tatal Industry in Greece FRED GRCPROIMDMIEME 5
T2 | Industrial Production Production of Total Industry in Hungary FRED HUMPROINDRIZME! 5
T3 | Industrial Praduction Production of Tatal Industry in Ireland FREDO IRLPROINDRAIEMEI 5
74 | Industrial Production Froduction of Total Industry in lsrael FRED IZRPROINDMIZME] 1
758 | Industrial Production Production of Total Industry in [taly FREDO T APROINORIEIE] 5
TE | Industrial Production Froduction of Total Industry in Japan FRED JPMPROINORIERE 1
¥7 | Industrial Production Production of Total Industry in Korea FRED KORPROINDRMISME! H
78 | Industrial Production Production of Tatal Industry in Metherlands FRED MLOPROINDRIEME 5
T3 | Industrial Production Production of Total Industry in Rlorway FRED MNORPROIMDMIZMEI 5
20 | Industrial Production Production of Tatal Industry in Paland FRED POLPROINDRIEME] 5
&1 |Industrial Production Production of Total Industry in Portugal FRED FPRTRROIMDORMIZME] 5
82 | Industrial Production Production of Takal Industry in Fussian Federation FREDO RUEPROIMORMIZME 5
23 |Industrial Praduction Froduction of Total Industry in Spain FRED ESPPROINDRIZMEL 5
24 |Industrial Production Production of Total Industry in Sweden FRED EWEPROINDMIEME] 5
25 |Industrial Production Froduction of Total Industry in Turkey FRED TURPROINDRISMEI 5
86 | Industrial Production Production of Total Industry in United Kingdom FRED GERPROINDMISMEI H
87 | Economic uncertainty Policy-related economic uncertainty indes for Australia Economic Policy Uncertainty EPL_Australia 1
83 | Economic uncertainty Palicy-related economic uncertainty index for Brazil Economic Policy Uncertainty EFLL_Brazil 1
29 | Economic uncertainty Policy-related economic uncertainty indet for Canada Economic Policy Uncertainty EPL_Canada 1
90 | Economic uncertainty Palicy-related economic uncertainty index for Chile Economic Policy Uncertainty EPLL_Chile 1
91 | Economic uncertainty Policy-related economic uncertainty indet for China Economic Policy Uncertainky EPL_China 1
92 | Economic uncertainty Palicy-related economic uncertainty indes for Colombia Economic Policy Uncertainty EPLL_Colambia 1
93 | Economic uncertainty Policy-related economic uncertainty indes for France Economic Policy Uncertainky EPLL_France 1
94 | Economic uncertainty Folicy-related economic uncert ainty indes for Germany Economic Policy Uncertainky EPL_Germany 1
95 | Economic uncertainty Palicy-related economic uncertainty indes for Greece Economic Policy Uncertainty EPLL_Greece 1
96 | Economic uncertainty Policy-related economic uncertainty indes for India Economic Policy Uncertainty EPL_India 1
97 | Economic uncertainty Palicy-related economic uncertainty index for Ireland Economic Policy Uncertainty EPLLIreland 1
98 | Economic uncertainty Policy-related economic uncert ainty indss for baly Economic Policy Uncertainty EPLLItaly 1
93 | Economic uncertainty Palicy-related economic uncertainty index for Japan Economic Policy Uncertainty EFLL_Japan 1
100 | Ec:onomic uncertainty Policy-related economic uncertainty indes for Korea Economic Policy Uncertainky EPLL_Korea 1
101 | Economic uncertainty Palicy-related economic uncertainty indes for Metherlands Economic Policy Uncertainty EPLL_Metherlands 1
102 | Economic uncertainty Policy-related economic uncertainty indes for Fussia Economic Policy Uncertainky EPLL_Ruszsia 1
103 | Economic uncertainty Folicy-related economic uncertainty indes for Spain Economic Policy Uncertainky EPL_Zpain 1
104 | Economic uncertainty Paolicy-related economic uncertainty indes for Singapore Economic Policy Uncertainty EFLL_Singapore 1
108 | Ec:onomic uncertainty Policy-related economic uncertainty indes for LIE Economic Policy Uncertainty EPLLUEK 1
106 | Economic uncertainty Palicy-related economic uncertainty index for US Economic Policy Uncertainty EFLL_UZ 1
107 | Economic uncertainty Geopolitical Rizk Index of Caldara and lacovizllo Geopolitical Risk GPR_ARGENTING 1
10# | Ec:onomic uncertainty Gieopolitical Risk Index of Caldara and lacoviello Gieopolitical Risk GFR_BRAZIL 1
108 | Ec:onomic uncertainty Geopalitical Rizk Index of Caldara and lacaoviello rGeopoIiticaI Risk GRR_CHIMA 1
110 | Economic uncertainty Gieopolitical Risk Index of Caldara and lacoviello Geopolitical Risk GPR_COLOMEIA 1
M | Economic uncertainty Geopolitical Risk Index of Caldara and lacoviello Geopolitical Risk GRR_HOMG_KONG 1
12 | Economic uncertainty Geopolitical Rizk Index of Caldara and lacoviello Geopolitical Risk GPR_IMNDIA 1
13 | Economic uncertainty Geopolitical Risk Indes of Caldara and lacoviello Geopolitical Risk GPR_INDONESIA 1
114 | Ezonomic uncertainty Geopolitical Rizk Index of Caldara and lacovizllo Geopolitical Risk GPR_IZRAEL 1
115 | Economic uncertainty Gieopolitical Risk Index of Caldara and lacoviello Geopolitical Risk GPR_KOREA 1
ME | Exonomic uncertainty Geopolitical Rizk Index of Caldara and lacovizllo Geopolitical Risk GRR_MALAYEIA 1
17 | Economic uncertainty Gieopolitical Risk Index of Caldara and lacoviello Gieopolitical Risk GPR_MEXICO 1
18 | Economic uncertainky Geopalitical Rizk Index of Caldara and lacaoviello Geapalitical Risk, GPF_PHILIPPINES 1
13 | Economic uncertainty Gieopolitical Risk Index of Caldara and lacoviello Geopolitical Risk GPR_RUSEIA 1
120 | Economic uncertainty Geopolitical Rizk Index of Caldara and lacoviello Geopalitical Risk, GRF_SAUDLARAELS 1

Note: The column "tcode" denotes the following series transformations:
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Table A8 — Leading series of economic activity for the Euro Area (cont.)

Category Name Source Nickname tcode
121 | Economic uncertainty Gieopolitical Risk Index of Caldara and lacoviello Geopolitical Risk GPR_SOUTH_AFRICA 1
122 | Economic uncertainty Geopolitical Rizk Index of Caldara and lacovizllo Geopolitical Risk GRR_THAILAND 1
123 | Economic uncertainty Gieopolitical Risk Index of Caldara and lacoviello Gieopolitical Risk GPR_TURKET 1
124 | Ec:onomic uncertainty Geopalitical Rizk Index of Caldara and lacaoviello Geapalitical Risk, GPR_UKRAINE 1
125 | Economic uncertainty Gieopolitical Risk Index of Caldara and lacoviello Geopolitical Risk GPR_VEMEZUELA 1
126 | Economic uncertainty Geopolitical Risk Index of Caldara and lacoviello Geopolitical Rizk GPR 1
127 | Economic uncertainty Geopolitical Rizk Index of Caldara and lacoviello Geopolitical Risk GPR_THREAT 1
128 | Economic uncertainty Geopolitical Risk Indes of Caldara and lacoviello Geopolitical Risk GPR_ACT 1
129 | Ec:onomic uncertainty Geopolitical Rizk Index of Caldara and lacovizllo Geopolitical Risk GRR_EROAD 1
130 | Economic uncertainty Gieopolitical Risk Index of Caldara and lacoviello Geopolitical Risk GRR_NaRROW 1
121 | Ezonomic uncertainty Geopolitical Rizk Index of Caldara and lacovizllo Geopolitical Rizk GPRH 1
132 | Economic uncertainty Gieopolitical Risk Index of Caldara and lacoviello Gieopolitical Risk GRRHT 1
133 | Ec:onomic uncertainty Geopalitical Rizk Index of Caldara and lacoviello Geopalitical Rizk GPRHA 1
134 | Leading Indicator OECD Composite Leading Indicator [CLI) for Australia OECD CLI_sustralia 2
135 | Leading Indicator OECD Composite Le ading Indicator [CLI) For Austria QOECD CLL Austria 2
136 | Leading Indicator COECD Composite Le ading Indicator [CLI] For Belgium QOECD CLLEtlgium 2
137 | Leading Indicator OECD Composite Leading Indicator [CLI) For Brazil CECD CLI_Brazil 2
132 | Leading Indicatar CQECD Composzite Leading Indicator [CLI) For Canada QECD CLL_Canada 2
134 | Leading Indicator OECD Composite Leading Indicator (CLI) for Chile CECD CLI_Chile 2
140 | Leading Indicatar CQECD Composzite Leading Indicator [CLI) Far China QECD CLL_China 2
41 |Leading Indicatar OECD Composite Leading Indicator [CLI) for Colombia OECD CLI_Colambia 2
142 | Leading Indicatar OECD Composite Leading Indicator [CLI) For Czech Republic QOECD CLL_Czech Republic 2
143 | Leading Indicator OECD Composite Leading Indicator [CLI) for Denmark OECD CLI_Denmark 2
144 | Leading Indicator OECD Composite Leading Indicator [CLI) For Estonia QOECD CLL_Estania 2
146 | Leading Indicator OECD Composite Leading Indicator [CLI) For Finland QOECD CLL_Finland 2
ME | Leading Indicator OECD Composite Leading Indicator [CLI) For France CECD CLI_France 2
147 | Leading Indicatar CQECD Composzite Le ading Indizator [CLI] For Germany QECD CLLGermany 2
4% | Leading Indicator OECD Composite Leading Indicator (CLI) for Greece CECD CLI_Greece 2
149 | Leading Indicatar COECD Composzite Le ading Indizator [CLI] for Hungary QECD CLL_Hungary 2
150 | Leading Indicator OECD Composite Leading Indicator [CLI) for leeland OECD CLI_leeland 2
181 | Leading Indicator OECD Composite Leading Indicator [CLI) For India QOECD CLUIndia 2
162 | Leading Indicator OECD Composite Leading Indicator [CLI) for Indonesia OECD CLI_Indanesia 2
183 | Leading Indicator OECD Composite Leading Indicator [CLI) For Ireland QOECD CLU Ireland 2
164 | Leading Indicator COECD Composite Leading Indicator [CLI) For lsrael QOECD CLzrael 2
155 | Leading Indicator OECD Composite Leading Indicator [ZLI For [taly CECD CLI_ltaly 2
186 | Leading Indicatar QECD Composzite Le ading Indizator [CLI] For Japan QECD CLL dapan 2
157 | Leading Indicator OECD Composite Leading Indicator (LI for Korea CECD CLI_Korea 2
188 | Leading Indicatar CQECD Composzite Le ading Indicatar [CLI] For Megico QECD CLL_Mezice 2
154 | Leading Indicator OECD Composite Leading Indicator [CLI) for Metherlands OECD CLI_Methertands 2
160 | Leading Indicatar OECD Composite Le ading Indicatar [CLI] for Mormway QOECD CLLNorway 2
11 |Leading Indicator OECD Composite Leading Indicator (LI for Poland OECD CLI_Paland 2
162 | Leading Indicator OECD Composzite Le ading Indicataor [CLI] for Portugal QOECD CLL_Portugal 2
163 | Leading Indicator OECD Composite Leading Indicator [CLI| For Russia QOECD CL_Ruszia 2
164 | Leading Indicator OECD Composite Leading Indicator [CLI) For Slovak Republic CECD CLI_Elovak Republic 2
165 | Leading Indicatar CECD Compaoszite Le ading Indizatar [CLI for Slovenia QECD CLL_Slevenia 2
166 | Leading Indicator OECD Composite Leading Indicator (CLI) for South_Africa CECD CLI_South_sfrica 2
167 | Leading Indicatar COECD Composzite Le ading Indicator [CLI] For Spain QECD CLL_Spain 2
16% | Leading Indicator OECD Composite Leading Indicator [CLI) for Sweden OECD CLI_Zweden 2
164 | Leading Indicator OECD Composite Leading Indicatar [CLI| For Switzerland QOECD CLLSwitzerland 2
170 | Leading Indicator OECD Composite Leading Indicator [CLI) for Turkey OECD CLI_Turkey 2
171 | Leading Indicator OECD Composite Leading Indicataor [CLI] for United Kingdom QOECD CLLUK 2
172 | Leading Indicator OECD Composite Leading Indicator [CLI) For United States of America QOECD CLLUEA 2
173 | Leading Indicator OECD Composite Leading Indicator [CLI) for Euro area [13 countries) CECD CLI_Eure_area 2
174 | Leading Indicatar CQECD Composzite Le ading Indicator [CLI) For Big Four European QECD CLL_Eig4_Eurepean 2
175 | Leading Indicator OECD Composite Leading Indicator (L) for GF CECD CL_GT 2
176 | Leading Indicatar CECD Composzite Leading Indicator [CLI) For MAFTA QECD CLLNAFTA 2
177 | Leading Indicator OECD Composite Leading Indicator [CLI) for RMajor five Asia OECD CLI_Majors_Asia 2
178 | Leading Indicatar OECD Composite Leading Indicator [CLI) for OECD Europe QOECD CLLOECD_Europe 2
174 | Leading Indicator OECD Composite Leading Indicator [CLI) for DECD Total OECD CLI_DECD_Takal 2
180 | Leading Indicator OECD Composite Le ading Indicator [CLI| for OECDO Major =iz MIME COECD CL_OECD_Majorf_MME 2

Note: The column "tcode" denotes the following series transformations:

(1) no transformation; (2) AZCt; (3) AQJZ't: (4) h’l(l't); (5) A]D(l’t); (6) AQII’I(.I't).
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Table A9 — Leading series of economic activity for the Euro Area (cont.)

Category Name Source Nickname tcode
181 [ Real buginess conditions in the LS. Aruoba-Diebold-Scotti Businezs Conditions Indey [LLS.) Federal Reserve Bank of Philadelphia | ADS_index 1
182 | Quantitative Easing Total Assets [USE trillions), Federal Reserve Federal Reserve Bank of St. Louis RE_FED 5
193 | Quantitative Easing Total Azsets (LS trillions], Federal Reserve « European Central Bank « Bank of Japan Federal Reserve Bank of St Louis RE_FED_ECE_EQJ H
184 | Energy Outlook Liquid Fuels Consumption, world [million barrels per day) Shart-Term Energy Outlook, LS. EI& | STEQ.PATC_WORLDLM 5
185 | Energy Outlook Liquid Fuels Consumption, OECDO [million barrels per day) Short-Term Energy Outlook, US. EIA | $TEQ.PATC_OECD.M 5
186 | Energy Quthook Liquid Fuels Consumption, non-0ECD [million barrels per day) Short-Term Energy Qutlook, U.S. EIA | STEQLPATC_NOMN_DECDUM H
187 | Energy Outlook Crude Qil Production Capacity, OPEC [million barrels per day) Shart-Term Energy Outlook, LS. EIA | STEQ.COPC_OPEC.M 5
188 | Energy Outlook Petroleum Product Supply, Total [million barrelz per day) Short-Term Energy Outlook, LS. EIR | STEQLPAZUPPLY M 5
189 | Financial markets Etaltic Exchange Dry Index [BO0) Thomson Reuters BALTIC_DRY 1
190 | Financial mark.ets CBOE SPXEWOLATILITY Wi Thomson Reuters Wl 1
191 |Financial markets US Dollar indes DHEY Thomson Reuters Us_D0LLAR_INDEX 5
182 |Financial markets MMSCI Emerging Markets Ug Thomson Reuters MECI_EM H
133 | Financial mark.ets MEC! world Ug Thomson Reuters MECLWORLD 5
134 | Financial markets EURD STOXK 50 Thomson Reuters EURO_STOXX50 5
135 | Financial markets S&PH00 ES EMNERGY Thomson Reuters SPS00_ENERGY 5
196 | Financial markets S&P GSCIEnergy Total Return - RETURM IMD. [OFCL) Thomsan Reuters FP_GECL_ENERGY 5
197 | Financial markets CRE ELS Spot Inde: [1967=100] Thomson Reuters CRE 5
19% | Financial markets CHRE BLS Spot Index Raw Industrials Thomson Reuters CRE_RAW_IND H
199 | Financial markets CREELS Spot Indet Metals Thomsan Reuters CRE_METALE 5
200 [ Financial markets CRE ELS Spot Index Foodstuffs Thomson Reuters CRE_FOOD H
201 | Financial markets CHREBLS Spot Inde: Fats & Oils Thomsaon Reuters CRE_FATS H
202 | Financial mark.ets CREELS Spot Indet Livestock Thomsan Reuters CRE_LIVESTOCK 5
203 [Financial market= CRE ELS Spot Index Textiles Thomson Reuters CRE_TEXTI 5
204 | Financial markets Future= Brent crude oil, Intercontinental Exchange [ICE), 1month Thomsaon Reuters FUTURE_BRENT_M 5
208 | Financial markets Futures Brent crude oil, Intercontinental Exchange [ICE), 2 months Thomsaon Reuters FUTURE_ERENT_M2 H
206 | Financial markets Future= Brent crude oil, Intercontinent al Exchange [ICE], 3 months Thomson Reuters FUTURE_BRENT_M3 5
207 | Financial markets Future= Brent crude oil, Intercontinental Exchange [ICE), 4 manths Thomsan Reuters FUTURE_BRENT_M4 5
20% | Financial markets Futures Brent crude oil, Intkercontinental Exchange [ICE), 5 months Thomson Reuters FUTURE_EREMT_MS H
209 | Financial markets Futures Brent crude oil, Intercontinental Exchange [ICE], & months Thomsaon Reuters FUTURE_BRENT_Mé& H
210 | Financial markets Futurez Brent crude oil, Intercontinental Exchangs [ICE), ¥ months Thomsan Reuters FUTURE_BRENT_MT 5
211 |Financial markets Future= Brent crude oil, Intercontinent al Exchange [ICE], & months Thomson Reuters FUTURE_BRENT_M& 5
212 | Financial markets Future= Brent crude oil, Intercontinental Exchange [ICE), 9 maonths Thomsaon Reuters FUTURE_BRENT_M: 5
213 | Financial markets Futures Brent crude oil, Inkercontinent al Exchange [ICE), 10 months Thomsaon Reuters FUTURE_ERENT_M10 H
214 |Financial markets Future= Brent crude oil, Intercontinent al Exchange [ICE), 11 months Thomson Reuters FUTURE_EBRENT_M1 5
216 | Financial markets Future= Brent crude oil, Intercontinental Exchangs [ICE), 12 manths Thomsan Reuters FUTURE_BRENT_M12 5
216 |Financial markets Futures Brent crude oil, Inkercontinental Exchange [ICE), 24 months Thomson Reuters FUTURE_BREMT_M24 H
217 |Financial markets Future= Brent crude oil, Intercontinent al Exchange [ICE], 36 months Thomson Reuters FUTURE_ERENT_M36 H
218 | Financial markets Futurez Brent crude oil, Intercontinent al Exchangs [ICE), 48 maonthz Thomsan Reuters FUTURE_ERENT_M43 5
213 | Financial markets Futures Brent crude oil, Intercontinent al Exchange [ICE], 60 months Thomson Reuters FUTURE_ERENT_MEQ H
220 | Financial markets Futures Brent crude oil, Intercontinent al Exchange [ICE], 72 months Thomson Reuters FUTURE_BRENT_M72 H

Note: The column "tcode" denotes the following series transformations:

(1) no transformation; (2) A.I’t; (3) A2xt; (4) ll'l(l't); (5) Aln(l‘t); (6) A2ln(37t).
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Table A10 — Coincident series of economic activity for the Euro Area

Category Name Source |Nickname tcode
1 |Labor market Standardized unemployment, Total (2l ages], Female, Percentage ECE FTO.M.E0.5L_FETOT.F 2
2 |Labor market Standardized unemployment, Total (all ages), Femnale, Persons ECE FTO.M.20.8.L_FETOT.M 11
3 |Labor market Standardised unemployment, Age 25 and over, Total [male and female), Percentage ECE FTO.M.Z0.5L_FMO2EF 2
4 |Labor market Standardised unemployment, Age 25 and over, Total [male and female), Persons ECE FTD.M.E0.2L_FRMO25.M 5
b |Labor market Standardised unemployment, Age under 25, Total [male and female), Percentage ECE FTO.M.E0.5L_FRMU2SF 2
E |Labor market Standardized unemployment, &ge under 25, Total [male and female], Persons ECE FTD.M.E0.5L_FRIUZEM b
T |Labor market Standardized unemployment, Total (all ages], Male, Percentage ECE RTO.M.20.5L_MATOT.F 2
8 |Labor market Standardised unemployment, Total [all ages), Male, Persons ECE FTOD.M.E0.2L_MATOT.M b
9 [Labar market Standardized unemplayment, Total (all ages), Total [male and fFemale], Percentage ECE RTD.M.E0.3L_UNETOF 2
10 |Labor market Standardised unemployment, Total (all ages], Total [male and female], Persons ECE FTO.M.E0.5.L_UNET 0. 1]
1 | Trade Balance Trade - Import, Capital goods - Walue, Eura ECE FTO.MEDET_MCAPE b
12 | Trade Balance Trade - Import, Capital goods - Unit walue, Inde: ECE FTOM.E0.2T_MCAP_ILX ]
13 | Trade Balance Trade - Import, Capital goods - Wolume, Indes ECE FTOM.E0ET_MCAP_W X i1
14 | Trade Balance Trade - Import, Consumption goods [consumer goods and cars and petrol], Euro ECE FTD.ME0ET_MCOME 3
15 | Trade Balance Trade - Import, Consumption goods [consumer goods and cars and petral] - Unit value, Indey ECE FTO.M.E0.8T_MCOR_LLX 11
16 | Trade Balance Trade - Import, Consumption goods [consumer goods and cars and petrol] - Wolume, Indey ECE FTO.ME0.ET_MCOM_Y % b
17 | Trade Balance Trade - Import, Intermediate goods - Walue, Eura ECE RTO.M.E0.5T_MINT.E 5
13 | Trade Balance Trade - Import, Intermediate goods - Unit walue, Index ECE FTOM.E0.ST_MINT_L.X ]
19 | Trade Balance Trade - Import, Intermediate goods - YWolume, Inde: ECE FTO.ME0ET_MINT_%.2% b
20 | Trade Balance Trade - Import, Manufactured praducts - Walue, Euro ECE FTO.M.E0.2T_MMANE ]
21 | Trade Balance Trade - Import, Manubactured products - Unit value, Indes ECE FTODM.E0.ST_MMARN_LLX i1
22 | Trade Balance Trade - Import, Manufactured products - Volume, Indet ECE FTO.MEDET_RMMAN_Y X 3
23 | Trade Balance Trade - Import, Petroleumn, petraleum products and related materials - Walue, Eura ECE FTD.M.E0.5T_MOILE ]
24 | Trade Balance Trade - Import, Fetroleumn, petraleum products and related materials - Unit walue, Inde: ECE FTO.M.E0.ET_MOIL_LLXY b
25 | Trade Balance Trade - Import, Petroleum, petraleum products and related materialz - Wolume, Indes ECE FTD.MEDET_MOIL_Y.X 5
2B | Trade Balance Trade - Import, Total - Yalue, Euro ECE FTOM.E0ET_MTTTE i1
27 | Trade Balance Trade - Import, Total - Unit wale, Indes ECE FTO.ME0ET_MTTT_U.X b
28 | Trade Balance Trade - Import, Total - Yalume, Inde: ECE FTOM.E0.ST_MTTT_W.X ]
29 | Trade Balance Trade - Export, Capital goods - Walue, Eura ECE FTO.MEDET_XCAPE b
30 | Trade Balance Trade - Expart, Capital goods - Unit walue, Index ECE FTOLRS0ET_XCAP_LLX |3
31 | Trade Balance Trade - Export, Capital goods - Wolume, Index ECE FTOM.E0.ST_XCAP_W. X ]
32 | Trade Balance Trade - Export, Consumption goods [consumer goods and cars and petrol] - Walue, Euro ECE FTO.ME0.ET_XCOME b
3% | Trade Balance Trade - Export, Consumption goods [consumer goods and cars and petral] - Unit value, Inde ECE RTO.M.E0.8T_XCOM_LLY 5
34 | Trade Balance Trade - Export, Consumption goods [consumer goods and cars and petrol] - Wolume, Indey ECE FTO.M.EDET_MCOM_Y. % b
3% | Trade Balance Trade - Export, Intermediate goods - Walue, Eura ECE FTO.ME0ET_XINTE 3
36 | Trade Balance Trade - Export, Intermediate goads - Unit walue, Indez ECE FTOM.E0.ST_XINT_L.X ]
37 | Trade Balance Trade - Export, Intermediate goods - Wolume, Inde: ECE FTO.MEDET_XINT_W. % b
38 | Trade Balance Trade - Export, Manufactured praducts - Value, Euro ECE RTO.M.E0.8T_XMANE 5
38 | Trade Balance Trade - Export, Manukbactured products - Unit value, Indes ECE FTOM.E0.ST_XMARN_ULX i1
40 | Trade Balance Trade - Export, Manufactured products - Volume, Indes ECE FTD.ME0ET_XMAN_V.% b
41 | Trade Balance Trade - Export, Total - Walue, Eura ECE FTO.M.E0ET_XTTT.E ]
42 | Trade Balance Trade - Export, Total - Unit walue, Indes ECE FTO.MEDET_XTTT_LLX b
43 | Trade Balance Trade - Export, Total - Yolume, Inde ECE FTD.MEDET_XTTT_M.% 1]
44 | Survey of Expectations Construction Survey - Assessment of order books, Percentage ECE FTO.M.E0.57_COADEF 2
45 | Survey of Expectations Construction Survey - Construction Confidence Indicator, Percentage ECE FTO.ME0.EY_COCCLF 2
46 | Survey of Expectations Construction Survey - Employment expectations for the months ahead, Percentage ECE RTO.M.20.8.Y_COEEX.F 2
47 | Survey of Expectations Consumer Survey - Consumer Confidence Indicator, Percentage ECE FTO.M.E0.8_CECCLF 2
45 | Survey of Expectations Consumer Survey - Financial situation over next 12 months, Percentage ECE FTO.M.E0.5Y_CEFI2F 2
43 | Survey of Expectations Consumer Survey - General economic situation owver nest 12 months, Percentage ECE FTO.M.E0.8.%_CEG12F 2
A0 | Survey of Expectations Consumer Survey - Savings over next 12 months, Percentage ECE FTO.M.E0.EY_CES12F 2
51 | Survey of Expectations Conzumer Survey - Unemployment expectations over nest 12 months ECE RTO.M.E0.8.7_CEL2F 2
52 | Survey of Expectations Economic Sentiment Indicator ECE FTO.M.E0.5.7_EZIND.F 2
53 | Survey of Expectations Industry Survey - Azsessment of order-book lewels ECE FTO.ME0.E 7 _IZM0EF 2
54 | Survey of Expectations Indusztry Survey - Azzessment of stocks of finished products ECE RTO.M.E0.85_IZASPF 2
55 | Survey of Expectations Industry Survey - Industrial Confidence Indicatar ECE FTO.M.E0.E 7 _IZICLF 2
56 | Survey of Expectations Industry Survey - Production epectations for the months ahead ECE FTD.MEDET_IZPEXF 2
87 | Survey of Expectations Fietail Trade Survey - Assessment of stocks ECE FTO.M.E0.8Y_REA0SF 2
52 | Survey of Expectations Fetail Trade Survey - Expected business situation ECE FTO.M.E0.8_REEEXF 2
53 | Survey of Expectations Fietail Trade Survey - Present business situation ECE RTO.M.20.8.Y_REPESF 2
B0 | Survey of Expectations Fetail Trade Survey - Retail Confidence Indicatar ECE FTO.M.E0.8._RERCLF 2
B1 | Survey of Expectations Service Sursey - Azzessment of the business climate ECE FTO.ME0.5_SEABCF 2
B2 | Survey of Expectations Service Sursey - Evalution of demand expected in the months ahead ECE FTO.M.20.8.Y_S2EDEF 2
B3 | Surwey of Expectations Service Sursey - Evalution of demand in recent months ECE FTO.M.E0.8.7_SSEDRF 2
E4 | Survey of Expectations Service Survey - Service Confidence Indicator ECE FTOLM.S0.5 Y_SFECLF 2

Note: The column "tcode" denotes the following series transformations:
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Table A11 — Coincident series of economic activity for the Euro Area (cont.)

Category Name Source |Nickname tcode
B5 | Survey of Expectations Buziness Tendency Surveys for Construction: Confidence Indicators FRED BCCICPO2EZRLE0S 2
B | Survey of Expectations Buziness Tendency Surveys for Construction: Emplayment FRED BCEMFTO2EZMAG0S 2
BT | Survey of Expectations Buziness Tendency Surveys for Construction: Selling Prices FRED ECEPFTOZEZMAE0E z
B& | Survey of Expectations Buziness Tendency Surveys for Manufacturing: Confidence Indicatars FRED EECICPOSEZMERSS z
B3 | Survey of Expectations Buziness Tendency Surveys for Manufacturing: Emplogment FRED ESEMFTOZEZIMAE0S z
70 | Survey of Expectations Buziness Tendency Surveys for Manufacturing: Finished Goods Stocks FRED EEFGLYOZEZMAE0E z
71 | Survey of Expectations Buziness Tendency Surveys for Manufacturing: Order Books FRED EE0ELYO2EZMAE0E z
T2 | Sursey of Expectations Buziness Tendency Surveys For Manufacturing: Production FRED EEPRFTOZEZMAE0E z
V3 | Surwey of Expectations Eusiness Tendency Surseys for FManufacturing: Production: Tendency FRED E#PRTEOZEZMA4E0E 2
74 | Suruvey of Expectations Eusiness Tendency Surseys for FManufacturing: Selling Prices FRED E#2PFTOREZM4E0E 2
T5 | Suruey of Expectations Business Tendency Surseys for Manufacturing: Export Order Books or Demand FRED BEXRLYO2EZMOSES 2
TE | Suruey of Expectations Business Tendency Surveys for Services: Confidence Indicatars FRED EVCICPO2EZR4E0E 2
77 | Survey of Expectations Buziness Tendency Surveys for Services: Demand Evolution FRED EVDEFTO2EZMAG0S 2
78 | Survey of Expectations Buziness Tendency Surveys for Services: Demand Evolution: Tendency FRED E'DETEO2EZM4GE0S 2
T4 | Survey of Expectations Buziness Tendency Surveys for Services: Employment: Tendency FRED EVEMTEO2EZMA60S 2
&0 | Survey of Expectations Buziness rendency sundeys [construction): Business situation - activity FRED EA1IBCEUTEORET SN z
31 | Survey of Expectations Buziness rendency surseys (retail trade): Confidence indicators FRED EAIIBRCICPO2ET AR z
82 | Survey of Expectations Buziness tendency surseys [retail trade]: Employment: Future tendency FRED EAIBREMFTO2ETSARM z
23 | Survey of Expectations Business tendency surdeys [retail trade: Order intentions or Demand FRED EAISERODFTO2ETEAM z
24 | Survey of Expectations Buziness tendency surdeys [retail trade]: Volume of stocks FRED EAIIERYELVO2ETSAM z
85 | Economic Activity Leading Indicators OECD: CLE Amplitude adjusted for the Euro Area FRED EAILOLTOSAETEAM z
86 | Economic Activity Leading Indicators OECD: CLI: Trend restored For the Euro Area FRED EAISLOLTOTRE T EAM 2
87 | Economic Activity Leading Indicators OECO: CLIE: Trend restored for the Euro Area (index) FRED EAISLOLMOTRETEAM 2
88 | Economic Acrivicg Leading Indicators OECD: Reference series: Gross Domestic Product FRED EA1SLOREGPRTET2AM 2
89 | Production Production: Construction: Total for the Euro Area (growth rate, previous period]] FRED EA13PRCNTOMGREAM 1
A0 | Production Production: Construction: Total for the Eura &rea [growth rate, previous year) FRED EAIIPRCHNTOMG Y Sak 2
91 | Production Production: Constraction: Total for the Eura Srea (indes) FRED EA1IPRCHNTO0XOESAR 5
92 | Production Production: Manufacturing: Consumer goods: Durable goods for the Eura Area FRED EA1IPRMNCGORI0ESAR 5
A% | Production Froduction: Manufacturing: Consumer goods: Mon durable goods for the Euro Sirea FRED EA13PRMNCGOS0ESAR ]
A4 | Production Froduction: Manufacturing: Intermediate goods: Total for the Euro Area FRED E&13PRMMIGHEOES AR ]
95 | Production Froduction: Manufacturing: Investment goods: Total for the Euro Area FRED EA13PRMNY GO OEEAM 5
96 |Sales Sales: Manubacturing: Consumer goods durable: Walue For the Euro Area FRED EAIFELMNC D02 DEEAM 7
a7 |Sales Sales: Manubacturing: Consumer goods non durable: Yalue for the Euro Area FRED EAIFELMNCHO2 0EEAM 7
98 | Sales Sales: Manufacturing: Intermediate goods: Walue for the Euro &rea FRED EAI3ELMNIGO2IC0ES AR 5
99 | Sales Sales: Manufacturing: Total manufacturing: Walue For the Euro Area FRED EA13ELMNT 00206 AR 5
100 | Sales Sales: Manufacturing: Investment goods: Walue bor the Eura Srea FRED EA1FELMNY GO 0EEAM 5
101 | Labor market Harmonized Unemployment: Aged 15-24: Females for the Eura Area, Persans FRED LFHU24FEEZMEATE 5
102 | Labor market Harmonized Unemployment: Aged 15-24: Males for the Eura Grea, Persons FRED LFHU24MAEZREA TS 5
103 | Labor market Harmonized Unemployment: Aged 15-24: All Persons for the Euro Area, Persons FRED LFHU24TTEZMEATS 5
104 |Labor market Harmonized Unemployment: Aged 25 and Ower: Females for the Eura Area, Persons FRED LFHUADFEEZME 4TS 5
105 | Labor market Harmonized Unemployment: Aged 25 and Ower: All Fersons for the Euro, Persons FRED LFHUADTTEZME 4TS ]
106 | Labor market Total Harmonized Unemployment: Females for the Euro Area, Fersons FRED LFHUTTFEEZME 4TS ]
107 | Labor market Total Harmonized Unemployment: IMales for the Euro Area, Persons FRED LFHUTTMAEZME 4TS ]
108 | Labor market Harmonized Unemployment: Aged 15-24: Females for the Euro Area, Fercentage FRED LRHUZ24FEEZM{SEE z
109 | Labor market Harmonized Unemployment: Aged 15-24: Males for the Euro Area, Percentage FRED LRHUZAPAEZMISES z
N0 | Labor mark.et Harmonized Unemployment: Aged 16-24: All Persons for the Euro Area, Percentage FRED LRHUZATTEZM{5EE z
M | Labor market Harmonized Unemployment: Aged 25 and Over: Females for the Euro Area, Percentage FRED LRHUADFEEZMISEE 2
12 | Labor market Harmonized Unemployment: Aged 25 and Over: All Persons for the Euro, Percentage FRED LRHUADTTEZM1ISEE 2
13 | Labor market Harmonized Unemployment: Total: Females for the Euro Area, Percentage FRED LRHUTTFEEZRA1GES 2
114 | Labor market Harmonized Unemployment: Total: Males for the Euro Area, Percentage FRED LRHUTTPAAEZMISES 2
15 | Trade balance Met Trade: Walue Goods for the Euro Area [national currency] FRED HTNTYAMEZMEE4S 5
116 | Trade balance Mlet Trade: Walue Goods for the Eura Area [US0) FRED HTHTY AMEZMEGTS 5
17 | Monetary and Financial Accounts | Liabilities to Central Bank, Euros IMF-IFS | IMF_Liakilitics g
15 | Monetary and Financial Accounts [ Ret Claims on Central Government, Claims on Central Government, Euros IMAF-IFS [ IMF_Net_Claim=1 ]
13 | Monetary and Financial Accounts | Bet Claims on Central Government, Euros IMAFIFS [ IMF_Net_Claims2 ]
120 | Monetary and Financial dccounts | Met Claims on Central Gowvernment, Liabilities to Central Government, Euros IMAFIFS [ IMF_Net_Claims3 ]
121 | Monetary and Financial Accounts [ Met Foreign Assets, Claims on Mon-residents, Euros IAF-IFS [ IMF_Met_Faorcian_assets 7
122 | Prices Frices, Consumer Price Index, Harmonized, Index IMF-IFS | IMF_CRI g
123 | Prices Frices, Producer Price Indes, All Commeodities, Index IMF-IFS [ IMF_FRLAN 5
124 | International reserves International Reserves and Liquidity, Rezerves, Official Reserve Assets, Official Gold Price, SORs IMF-IFS | IMF_International_Fieserves] 5
125 | International reserves International Feserves and Liquidity, Rezerves, Official Reserve Assets, Official Gold Price, US Dollar IMF-IFS | IMF_International_Feserves2 5
128 [ International reserdes International Feserves and Liquidity, Reserves, Official Reserve Azzets, Market Walue!Price, US Dollar IMF-IFS | IMF_International_RescrvesS ]

Note: The column "tcode" denotes the following series transformations:

(1) no transformation; (2) A.’L’t; (3) Azﬂft; (4) ln(ﬂft); (5) Aln(ﬂ?t); (6) A2ln(ﬂft).
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Appendix B. Further discussion on dating recessions

Chauvet and Hamilton (2006) and Hamilton (2011)

Hamilton’s (2011) article aims at answering whether there is any effective technique for
dating recessions in real time. Part of the literature uses the techniques proposed by the
author himself, Hamilton (1989), in his seminal article on models of two (or more) regimes,
with a latent state variable representing the regimes of the economy, driven by a Markov
Chain. Part of this literature uses common unobservable factors, which can be identified
using principal component analysis, e.g., Stock and Watson (1989, 1991, 2002).

Hamilton (2011) asks the following question: given that we have NBER dates for the
U.S., what is the advantage of trying to implement an automatic mechanism (algorithm) for
forecasting U.S. recessions? The author answers this question as follows:

1. Timeliness. The Business Cycle Dating Committee has issued its announcements of the
beginning and end of recessions usually much after the event. For example, the NBER
dated the recession to 1990-91, starting in August 1990 and ending in March 1991. It
did not make the announcement that the recession had started until April 1991 — a
month after which the NBER itself later decided to be the end of the recession. The
end of the 2001 recession was announced in July 2003 — 28 months after the recession
was considered over.

2. Apolitical Mechanism. A purely objective algorithm for determining recession dates in
real time ensures that the process is completely apolitical. While no one has accused
the NBER of altering its announcements based on political considerations, there is
undeniably pressure to delay the announcement that a recession has begun or speed up
the announcement that a recovery has begun if the goal is to help the incumbent.

3. Structural Mechanism. Creating a mechanical way of recognizing the inflection points
of business cycles allows us to elucidate what we really mean when we say "the economy
is in recession". If the dates assigned by the NBER represent the answer, what is the
question? The whole process seems to assume that there are some very different factors
operating in the economy at different times, and that these changes have observable
implications. Mechanization of the dating procedure can help clarify exactly how and
why we assign the dates we do.

The next question asked by Hamilton is why is it so difficult to implement a recession-
prediction algorithm for the U.S.?7 Again, the answer is given in three different ways:

1. Predictability. If people could predict recessions, they probably wouldn’t happen. Firms
wouldn’t be stuck with inventories, labor and capital they wouldn’t need, and the Fed
would likely ease its monetary policy stance sooner. Economists know that stock prices
are difficult (or impossible) to predict if the market is working properly. It may be that
economic recessions, by their very nature, imply similar limitations to their forecasting.

2. Data revision. The data available in real time may send different signals than the same
data later reviewed. For example, the real GDP growth rates for each quarter of 2001,
as reported in the late 2002 vintage, show 3 successive quarters of declining real GDP,
which sounds unmistakably like a recession. However, data from the same quarters by
the January 30, 2002 vintage show that the recession was already over. This shows the
difficulty of using GDP data to date recessions, as these are subject to many revisions
that, in some cases, may change the perception of the state of the economy depending
on the wvintage.
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3. Changes over time. One factor that makes it difficult to recognize real-time business
cycle turning points is the fact that key economic relationships continually change over
time and with available information.

With respect to item (3) above, Hamilton illustrates these difficulties by reviewing the
real-time history of two important efforts to predict business cycle turning points. The first
is the model of Stock and Watson (1989, 1991):

Y = k—i_/y(L)Ct—i_uta
D(L)ut = &,
¢(L)ee = d+mn, (18)

where 7, includes the four coincident series, industrial production, income, sales and em-
ployment, ¢; represents the common factor of business cycles, D (L) is a polynomial in L
composed of diagonal matrices. 7 (L) and ¢ (L) are also polynomials in L and ¢; and 7, are
white-noise terms.

The model is estimated by the real-time Kalman filter. Stock and Watson defined an
unobservable state variable S; equal to unity if the economy were in recession on the period
t. They interpreted a recession as a particular pattern followed by ¢;, S; = 1, if {¢;—; }j':o € By,
where B; is chosen to best represent the historical pattern of U.S. recessions as determined
by the NBER. With this framework, one can adjust the historical pattern of recessions and
calculate their probabilities (in-sample) from a historical point of view:

P (St,h

ytvyt*h"':yl;/e\):l; h':071727"'

where 6 includes the estimated parameters of model (18).

In order to have a prospective model that could be used to predict recessions in real time,
Stock and Watson considered a generalization of the system in (18), which would work as a
leading indicator:

vy = k+v(L)ce—1 +T (L) -1 + &4,
¢ = 0+a(l)cy+B(L)yr+n,, (19)

where y; now includes both traditional and alternative coincident indicators. With this new
model, one can make forecasts of recessions from a prospective (out of the sample) point of
view:

P (St+h

yt7yt—1a"'7y1;§>:17 h:071727"'

where # now includes the estimated parameters of model (19).

There are two important points to note here. First, the in-sample prediction results are
relatively successful, which could indicate that the out-of-sample predictions would be as
well. Second, the out-of-sample prediction results are poor. The recession does not appear
on the radar 6 months ahead, nor 3 months ahead. Even when it had already started, the
model could not date it in real time, which only happens a few months after it started.'’

Hamilton asks: what went wrong in this recession? One of the new leading indicators
that Stock and Watson used was the spread between the Commercial Paper and the 6-
month T-bill. This spread peaked dramatically before each of the recessions in the sample,

10 amilton explains the problem as follows: "The leading indicator proved to be a disappointment: the 1990s recession came
and went, with the model predicting no recession. In fact, in November 1990, the contemporary index, P (t |t)7 signaled that
a recession had begun, but the model thought it would be short-lived. In fact, the 3 and 6 months ahead probabilities always
remained below 50%, although the ex-post probabilities ended up recognizing that a recession had occurred at some earlier

date."
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but it did very little out of the ordinary in the 1990-91 recession, in which the Stock and
Watson model was tested in real time. Stock and Watson later released probabilities on
their original leading index and an alternate index that did not make use of any interest
rates or interest rate spreads. Model performance was similar for the 2001 recession and the
1990-1991 recession. The alternative leading indicator estimated a recession probability of 6
months earlier, P (¢ + 6 |t), which remained below 20%.

A second example of poor predictions of real-time recessions comes from the work of
Wright (2006). Wright defined a historic indicator H; = 1, if the NBER later declared that
there was an economic recession in any of the following four quarters. H; = 0, otherwise.
With these series, the spread of two treasuries — 10 years minus 3 months — and with the FED
funds rate, Wright fitted the following Probit model predicting the probability of recessions:

P (Ht — ]. |i10y,t7 Zlgm’t, Z'fﬂg) - (I) (—217 - 076 (il(]y,t - igm?t) + 0352]1",5) 5

where ® (-) represents the standard Normal distribution function, N (0, 1).

The website Political Calculations reported weekly updates of this model’s predictions
between April 2006 and August 2008. The highest this probability reached was 50% on April
4, 2007, after which the probability monotonically declined. It stood at just 0.1% on August
20, 2008, just before of one of the worst periods the U.S. economy has experienced over the
past half century. These two examples illustrate that a good fit of an in-sample model is not
a guarantee of a good fit in real-time or out-of-sample.

In a slightly less optimistic tone, Hamilton then proposes to aim for something more mod-
est, trying to recognize a turning point soon after it has occurred using robust algorithms
against the revised data and structural changes out-of-sample, which seems to have a rea-
sonable track record (at least until now). The algorithm that Hamilton proposes is based on
the approach in Chauvet and Hamilton (2006).

Now consider the following question: what is different about the behavior of GDP dur-
ing the quarters that the NBER classifies as recessions compared to those characterized as
expansions? Chauvet and Hamilton (2006) answered this question by collecting the growth
rate of U.S. GDP between 1947Q2 and 2004Q)2, in which the NBER ended up describing 45
of these quarters as part of an economic recession. This subsample of 45 observations has an
average growth rate of —1.2% (expressed as annual growth) and a standard deviation of 3.5.
The remaining 180 expansion quarters had a mean of 4.5 and a standard deviation of 3.2.
The observed sample of 225 observations can be seen as a mixture of these two distributions,
with 20% coming from the distribution of recession periods and the remaining 80% from the
distribution of booming periods.

Let S; = 1 if the quarter ¢ is eventually declared by the NBER as part of a recession, and
S; = 2 if quarter t is eventually declared part of an expansion. Denote the GDP growth rate
by y;. We can define the joint probability that the quarter ¢ is declared a recession and has
a GDP growth rate of y; as follows:

P(Si=1y)=[f(yl|Se=1)P(Se=1),

where f (y:|S; = 1) is the conditional density of y; given S; = 1, in which P (S; = 1) is the
probability of occurrence of a recession, previously calculated as 0.2. Analogously:

P<St:27yt):f(yt|st:2)P(St:2>7

where P (S; =2) = 0.8. The optimal inference that interests us is to know what is the
probability of a recession being dated by the NBER when we have a certain value of GDP
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growth as a condition:

P(St - ]-ayt) _ P(St - 17%)

P(S,=1ly) = Fly)  PSi=Ly)+P (S, =2u)

so we can simplify:

P(Si=1Ly) = fylS=1)x0.2,
P(StZQ,yt) = f(yt|5t:2) x 0.8.

When we separate the observations into contractions and expansion periods, we obtain
the following densities:

Figure B1 — Conditional probability density function (pdf)
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Source: Hamilton (2011).

This shows these densities have very different means, although their respective variances
are not very different. The average of recessive periods is a GDP growth (annualized) of
—1.2%, whereas the average of expansion periods is of 4.5%. Therefore, if we observe a GDP
growth of 6%, for example, the probability of a recession being dated is quite low. On the
other hand, if we observe a GDP growth of —6%, this probability will be quite high.

This rule (or algorithm) seems to satisfy the requirements of being simple and robust.
Unfortunately, this is not very useful, since the vast majority of observations will fall into a
range where they will not provide clear signals. However, there is a second feature of NBER
dates that can be quite useful: the value of S; is quite likely the same as S;_;. For 95% of
the observations for which S;_; = 2, S; was also equal to 2, whereas 78% of the observations
for which S;_; = 1 were also followed by S; = 1. So, even if y; alone does not give us a very
useful idea of the signal, the value of y,_; can help us refine it. Obviously, there is no reason
to stop conditioning in the period ¢ — 1, when we can condition the model using information
up to the beginning of the sample, i.e., calculating:

P<St: 1|yt7yt*17"' 7y1)7

which is a filtered version of the probability of occurrence of a recession dated by the NBER.
We can also consider a smoothed version of it, which uses the entire sample, y1, 49, - , yr,
as follows:

P(S:=1|yr,yr—1,- ,y1)-

The model estimation follows the following steps. It is assumed that:

yt’Stzl ~ N(,ulaoj)a
yt|St:2 ~ N(M2,0'2).
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The density of the first observation is given by:

F (s iy, g, 0%, 7) =76 (y1; g, 0%) + (1= 1) & (y1; g, 07)

where 7 is the unconditional probability of occurrence of a recession dated by the NBER and
¢ (+) is the probability density function (pdf) of a Normal random variable. This way:

T¢ (y1; iy, 07)
T¢ (Y1; 11, 02%) + (1 = 7) @ (y1; o, %)

P(St:1|y1):

For t = 2, it follows that:

B - €90 (Y2, 111, 07)
P (S =1ly2,1) = 99 (Y23 1, 02) + (1 = &) & (Y25 o, %)’

where:

E=puP (St =1[y1) + (1 —pa2) P (S =2[yn1),
such that p;; = P(S; =1]S,_1 = 1) is the probability that the recession will continue to
be dated and pyy = P (S; =2|S;_1 = 2) is the probability of continuing an expansion, so
(1 — pgg) is the probability that an expansion will end. From the third observation, we can
iterate as follows:

& (e, py, 02)
P S P 1 y ’y— 7..0 7y p— P
(51 = Ll e ) &0 (is 11y, 0%) + (1= &) & (3 19, 0°)
& = puP (Si—1 =1|Y—1, Y2, ,y1)
+ (1 —pa2) P(St—1 =2 |1, Y2, , V1) »

2
F @yt =2, 913 0) = Zf(yt’St =J) P (S =Jlye-1,Y-2," " sy1)
j=1

= §¢ (%3#1702) +(1=&)¢ (th,UQaUQ) )

1— . . . .- .
where m = ﬁ and @ is a vector of parameters associated with the conditional density
/

f e lye-1, Y2, -+ ,y1 ;0) as follows, 0 = (M1,M27027p11,p22)
The log-likelihood function is then given by:

T
LO;yr,yr—1,--+ 1) = Zlog L e lye—1, Y25+ -+ s y1 5 0)].
t=1

Next, the results of the estimation of the model of Chauvet and Hamilton (2006), were
compared with those from Hamilton for the GDP data, classified according to the NBER:

Table B1 — Parameter estimates

Table 1
Parameter estimates based on (1) the characteristics of expansions and recessions as classified by the NBER, and (2) the values that maximize
the observed sample log likelihood of postwar GDP growth rates over the period 1947:Q2-2004:Q2.

Parameter Interpretation Value from NBER classifications Value from GDP alone
131 Average growth in expansion 45 4.62
1o Average growth in recession —-1.2 —0.48
o Standard deviation of growth 3.4 3.34
P11 Prob. expansion continues 0.95 0.92
P2 Prob. recession continues 0.78 0.74

Note: Reproduced from Chauvet and Hamilton (2006).

Source: Hamilton (2011).

The results are apparently excellent, with the exception of average GDP growth in NBER
recessions. But, we must keep in mind that they were obtained in an in-sample analysis. As
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Hamilton (in fact, Niels Bohr) reminded us, predictions are very difficult, especially about
the future, i.e., out-of-sample.

Next, Hamilton shows the results of two experiments. In the first one, the filtered prob-
ability is calculated as P (S; = 1|ys, ¥4—1,- -+ ,41) using the latest GDP vintage (available in
2004). In the second experiment, to evaluate the usefulness of this algorithm in real time (on
date t), the authors use GDP data that would be available in ¢t according to its vintage; see
the database maintained by the Federal Reserve Bank of Philadelphia - Croushore and Stark
(2003). These data are used both to estimate the parameter vector  and to make inference
about P (S; = 1|-). However, the use of such data resulted in a considerable deterioration
of results. Therefore, Hamilton recommends waiting an extra quarter to use revised data,
which allows for additional precision, before dating recession in t.

Thus, the proposed mechanism is to make inferences about S; only after the next quarter’s
GDP growth rate, 3,1, is available, calculating P <St =1|yer1, Y, U1 ;5t+1>, where ¢/9\t+1
represents the parameters estimated by maximum likelihood using as data y1,y2, - - - , Y, Y-

In order to implement the real-time algorithm, based on P (St = 1|Ys1,Y, - 11 ;@H),
Chauvet and Hamilton (2006) recommended the following decision rule:

when P (St = 1|yes1, Y, 521 ;4/9\t+1> first exceeds 0.65, a recession is declared to be un-
derway. At this point, the probable start of the recession is attributed to the beginning of
the most recent set of observations for which P (St_j =1|Yyert, Y, Y15 9t+1> exceeds 0.5.

The recession call remains in effect until P (St =1|ye1, 9, U1 §§t+1> falls below 0.35,
time at which the probable end point for the recession is assigned as the beginning of the
most recent set of observations for which P (St_j = 1|Ys1,Y, 11 §§t+1) is smaller than
0.5. The results of this implementation of the real-time algorithm are shown below:

Table B2 — Turning points of business cycle in the U.S.

Table 2
Business cycle turning points and dates on which announcements were issued by NBER and the GDP-based algorithm.

Start of recessions

Peak as determined by Date NBER made Recession start as Date algorithm made Algorithm announcement
NBER declaration determined by algorithm declaration lead (—) or lag (+) in months
1969:Q4 N.A. 1969:Q2 May 1970* N.A.

1973:Q4 NA. 1973:Q4 May 1974* NA.

1980:Q1 Jun 1980 1979:Q2 Nov 1979* -7

1981:Q3 Jan 1982 1981:Q2 Feb 1982% +1

1990:Q3 Apr 1991 1989:Q4 Feb 1991* -2

2001:Ql Nov 2001 2001:Q1 Feb 2002* +3

2007:Q4 Dec 2008 2007:Q4 Jan 2009 +1

Start of expansions

Trough as determined by Date NBER made Recession end as Date algorithm made Algorithm announcement
NBER declaration determined by algorithm declaration lead (—) or lag (+) in months
1970:Q4 N.A. 1970:Q4 Aug 1971* N.A.

1975:Q1 N.A. 1975:Q1 Feb 1976* N.A.

1980:Q3 Jul 1981 1980:Q2 May 1981% -2

1982:Q4 Jul 1983 1982:Q4 Aug 1983* +1

1991:Q1 Dec 1992 1991:Q4 Feb 1993% +2

2001:Q4 Jul 2003 2001:Q3 Aug 2002* —12

2009:Q2 Sep 2010 2009:Q2 Apr 2010 -5

Notes: Starred entries denote simulated real-time declarations, unstarred are actual real-time declarations. N.A. indicates that the information is
not available.

Source: Hamilton (2011).

The results in the table above show that the peak and valley dates of the algorithm and
the NBER are either identical or very close. As for the timeliness of the algorithm’s dates
vis-a-vis the NBER, there is no clear advantage. In fact, half the time NBER dates peaks
and valleys before the algorithm, and half the time NBER dates peaks and valleys after the
algorithm. Anyway, in terms of the algorithm’s average gain or loss in relation to the NBER,
we have the following result: in the dates in which the algorithm is ahead of the NBER, the
average gain is 5.6 quarters and the average loss is 1.6 quarters.
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