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Abstract

The god of this project is to condruct leading indicators that anticipate inflation
cycle turning points on ared time monitoring basis. As afirg sep, turning points of
the IPCA inflation are determined using a periodic stochastic Markov switching
model. These are the event timing that the leading indicators should anticipate. A
dynamic factor model is then used to extract common cyclicad movements in a set
of varigbles that display predictive content for inflation. The leading indicators are
designed to serve as practicd tools to assst red-time monitoring of monetary
policy on a month-to-month basis. Thus, the indicators are built and ranked
according to their out-of-sample forecasting performance. The leading indicators
are found to be an informative tool for sgnaling future phases of the inflation cycle
out-of-sample, even in red time when only preiminary and unrevised data are
avalable.
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1. Introduction

Inflation targeting programs are made operationa through frameworks that enable the
Centrd Bank to compare inflation forecasts to the announced target. In fact, the forecast serves
as an intermediate target for policy decisons. The implementation of the inflation monitoring
process is based on an assessment whether price forecasts deviate from the target path. A
policy action is then taken based on these forecasts. Thus, a proactive policy to contral inflation
depends crucidly on the ahility to estimate the future path of inflation trends and cycdles.

The god of this project isto build leading indicators that anticipate signas of changesin
the level and variahility of inflation as measured by the “indice the Precos ao Consumidor
Amplo” (IPCA) severd monthsin advance. Thisingrument is one the forecasting tools used by
the Central Bank for the inflation targeting program, in addition to the structural macroeconomic
modd of monetary transmisson and linear vector autoregressive modds. The indicators are
designed to serve as practicd toolsto asss red-time monitoring of monetary policy in Brazil on
a month-to-month basis. Thus, it is crucid that the leading indicators be constructed based on
out-of-sample forecasting performance.

Leading indicators have been a successful forecasting tool with long tradition in the U.S,
garting with the semina work of Burns and Mitchell (1946) at the National Bureau of Economic
Research (NBER). Recently, there has been arevivd interest in this ingrument, which is now
widely used to predict economic turning points not only in the U.S,, but dso in the OECD
countries. There has aso been a renewd academic interest in this traditional method, as new
econometric models and tools can be used to explore more formdly the idea of differencesin
the dynamics of business cyde gages. Although origindly the indicators were used mainly to
anticipating business cycle turning points, they been dso been used to anticipate regiona growth
cydes, internationa economic fluctuations, sock market changes, and inflation turning points
sgnds, among others!

! For areview of some of the related literature, see Lahiri and Moore (1991).



The method underlying the condruction of economic indicators is diginct from
econometric regresson methods and can capture aspects of turning points in the inflation cycle
that regresson representations may miss.  Unlike regresson modds, the focus is not in linear
forecadting the level of inflation, but instead the leading indicator is designed to give early
warning dgnads of imminent changes in inflation “trend-cycle’ turning points. For example,
based on an information set at t, linear regressions can yidd t+h steps ahead forecasts whose
accuracy decreases as the horizon h getslonger. On the other hand, the leading indicator is not
a “forecast” of the inflation based on an information set, but it corresponds to set of variables
that, under some economic theory, anticipate movements in inflatiion, without any loss of
accuracy for longer horizons. The leading indicator is a tool to answer questions such as. “is
inflation going to increase in the next couple of months?” “Is the economy in a high or low
inflation phase?’ As the leading indicator enters in a high (low) growth phase, this Sgnals a high
probability that inflation will dso enter a high (Ilow) growth phase a couple of months later. That
is, the leading indicator is a combination of variables designed to Sgna cydicad changes in
inflation, particularly the beginning and end of growth phases. Based on the answers to these
questions, the indicator can serve as ared time tool for monitoring monetary policy.

In contrast with the god of linear forecasting using regresson methods, the leading
indicators are built to form an ‘event timing forecast.” The event is an inflation turning point, that
is, the peaks or troughs of the inflation cycle phases. The event is certain and the outcome is
known (eg., if inflation isin a pogtive growth phase, the next event must be a pegk i.e, theend
of thisphase). However, the timing in which turning points occur is uncertain.

As the economy goes through growth phases, the index of leading indicators of inflation
may give sgnds of future inflation fluctuations as a function of the stage of the economy. Thus,
leading indicators may provide more ingght into how the inflation process evolves than Smply
looking at economic time series over cdendar periods. For example, changes in interest rates
may have a stronger or weaker impact depending on whether the economy is close to an
economic recesson or in the beginning of an expangon. In addition, since the index of leading
indicator is composed of severd variables, it could be more informative than individud series by
themsdavesin anticipating inflation fluctuations.



The leading indicator is condructed from a dynamic factor modd, which is an
unobserved varigble that summarizes comovements of variables that lead the Brazilian inflation
as measured by changes in the IPCA. The mode is a sgnd-noise extractor that filters out
idiosyncratic movements in the observable variables from common cyclical movements related
to the inflation process? The dynamic factor is composed of economic varigbles that display
linear predictive performance in forecagting IPCA inflation and the ability to anticipate inflation
turning points, such as price of inputs and energy, index of imported prices, price of sengtive
materids, measures of demand pressure, prime movers such as fiscd or monetary policy
changes, or forward-looking variables that reflect business expectations. The resulting indicator
(henceforth, leading indicator of inflation - LIT) can be used to give early warning sgnds of the
onset of inflation phases.

Stock and Watson (1989, 1991) use a dynamic factor modd to construct a coincident
indicator of busness cycle, and then use this indicator in a VAR system to build a leading
indicator as the Sx-month ahead forecast of the growth rate of the coincident indicator. Chauvet
and Potter (2000) use a dynamic factor modd to build a coincident indicator of the U.S. stock
market, and leading indicators as one-step-ahead forecasts of this indicator. However, these
authors do not use the dynamic factor to build leading indicators of a target variable. Since the
dynamic factor modd extracts common cyclica movements underlying the observable variables,
this implies that these variables should exhibit a smilar leed-lag relationship with inflation. Thus,
an important criterion implied in this modd is the higtorical conformity and the relationship of the
leading variables with the reference inflation cyde as to the timing of changes® A smilar
gpproach to the one developed here is found in Chauvet (2000b), in which a dynamic two-
factor modd is used to congruct a leading indicator of business cycles usng on promptly

avalablefinancid vaiales.

2 Notice that the dynamic factor constructed in this stage can also be used in the structural model and VAR models
previously developed by the Brazilian Central Bank to improve their predictive performance.

3 Seethe Activity Report | for amore detailed discussion.

4 According to the NBER practices and an extensive number of other related studies (see for example Moore & Shiskin
1967, Beck, Bush & Hayes 1973 and Zarnowitz & Boschan 1975), historical conformity and the timing of changes with
the reference cycle are regarded as the most important criteria to select economic time series to forecast turning points.



The primary god of the leading indicator is in anticipating inflation turning points.
Although it can not be used to give alinear forecast of inflation by itsdlf, the leading indicator can
be combined with inflation in vector autoregressions to provide linear forecadts of inflation. In
fact, the leading indicator can be used in multivariate systems that aso include other variables
that have predictive power in forecasting inflation beyond just the leading indicator itsdf. Since
the leading indicator is a scdar that summarizes informetion in a vector of variables, the system
would be parsmonious, dlowing the incluson of more variables or lags. This is particularly
important when the available sample is not very long, as in the case of Brazilian macroeconomic
varigbles.

Leading indicators are sudied at the monthly frequency for two sample data— one for
the period post “Plano Rea” (1994.08 — 1999:12) and the other for a longer sample
(1980.01-1999:12), which includes the hyperinflationary process in the 1980s and severd
gabilization plans

Since the god is to use the leading indicators to forecagting turning points in red time,
the model estimation and the variable sdection process were based on out-of-sample
forecagting performance. Out-of-sample estimation is crucid in order to avoid data mining and,
consequently, poor forecastsin red time. Thus, the variable sdlection process and models were
recursively re-estimated through the sample period, one-step-ahead forecast errors were
computed, and the variables and models were then ranked according to their out-of-sample
forecasting ability. This alows better understanding on how wel the modds would have
performed if they had been applied month by month in red time.

A st of leading indicators of inflation was obtained for the shorter sample comprising
the post-Real Plan period. These indicators were ranked according to their ability to forecast
turning points and their performance in linear forecading the IPCA inflation. Turning point
andyss indicates that these leading indicators have been proving to be good red time
forecagting tools for inflation in Brazil. All indicators predict dl turning points of the inflation
cycde. Inaddition, the indicators yied fase sgnas only 15% of thetime. The leading indicators
have been proving to be informetive tool for sgnaling futures phases of inflation cydes out-of-

sample, even in red time, when only prdiminary and unrevised data are available.



For the longer sample from 1980.01 to present, however, leading indicators of inflation
exhibit a wesker ability to Sgnd turning points. This result is not surprisng and is a
consequence of the unexpected changes in the economy introduced by the Sx major “pacotes
econdmicos,” during this period, which most economic variables did not forewarned. These
changes in palicy regimes engendered structurd bresks in the relation between nomind and red
varigbles.

This paper is organized as follows. In the second section, the object of study — monthly
inflation as measured by the IPCA growth since the Redl Plan — is studied with respect to its
long term trend, seasond patterns, and short-term cyclicd fluctuations. A turning point dating of
the IPCA inflation is then established, which is the event timing the leading indicators of inflation
should anticipate. In the third section, the process undertaken to select and rank the candidate
leading variables is described. Sections 4 and 5 discuss the dynamic factor model and the
esimation procedure. The sixth section presents the top 5 leading indicators of inflation and
examines their performance in anticipating inflation turning points in an out-of-sample red time
exercie. In the saventh section, the results of the leading indicators based on the longer sample

are discussed. The eighth section concludes.

2. Analysis of Brazilian Inflation

The firg gep is to examine the object of study of the project — monthly inflation as
measured by the log first difference of the IPCA seasondly unadjusted (heretofore, IPCA
inflation) from 1994:08 to 2000:03.> The IPCA inflation was analyzed with respect to its trend,
seasond patterns, and short-term cyclical fluctuaions. The idea is to establish a turning point
dating of the cyclicd growth phases of the IPCA inflation. The leading indicators are
congtructed to forecast the timing of these inflation turning pointsin red time.

5 Since the inflation cycles and trend may be closely interwoven, important information to the understanding of cyclical
changes may be lost by mechanically detrending inflation. In fact, removing the trend may lead to underestimation or
overestimation of cyclical changes.



The seasond inflation patterns were measured using two methods. a ratio-to-moving
average and the X-11 additive technique®. The main difference between the X-11 and moving
average methods is that the seasond factors may change from yeer to year in the former while
they are congtant in the latter. From this andyss, there is evidence of a seasond pattern from
Augug to November in which IPCA inflation is substantidly higher.

In order to investigate short-term cyclicad movements in the IPCA inflation, Hamilton's
(1989) Markov Switching modd (MS) was used to determine phases of high and low inflation
growth. However, in order to capture seasond changes in the inflation process, the mode was
extended to a periodic stochastic regime switching model, as suggested by Ghysals (1993).
An AR(1) two-gtate periodic Markov modd was fitted to the seasondly unadjusted 1PCA
inflation, p¢:

Pi- My =T (D1 - Mea) + & e ~iid. N, s?),and[f|<1 (1)
where s © (k;, 5), that is, the sate of inflation growth is described by a stochastic switching
regime process k; and a deterministic seasona process = tmod(12), where 12 corresponds to
the monthly frequency sampling throughout the year.

In thismodd, the intercept my can take the value of ny representing a low inflation state
(s=0), or my + mk; representing a high inflation date (§=1). The switches between the first
order Markov chain s and the relation between {k} and {s} processes are ruled by the

trangtion probabilities:
pi = Probfs=jls.=l] = &, L.p,

where éizop; =1 "i,"s fordlt and 1, istheindicator function:

1 if s,=s
=0 otherwise

L

— s,

Thus, the trangition probabilities are dlowed to vary stochastically and periodicaly according to
monthly seasons.”  The modd yields inferences of the probabilities of high or low inflation

8 The X-11 method is the standard U.S. Bureau of the Census adjustment method.
7 For adiscussion of the estimation procedure for this model, see Ghysels (1993) and Hamilton (1994).



phases, which are used to identify cyclicd and seasond changesin the IPCA inflation. Figure 1
plots the IPCA inflation its high growth phases since the Red Plan.

Figure1—IPCA Inflation and its Turning Points (Shaded Area) — Cyclical and
Seasonal Changes (P for Peaksand T for Troughs)
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Combining the Markov switching and seasond adjustment techniques, eight haf-cycles
of high inflation were found, representing seasond fluctuations and cyclica changes due to
internal and external shocks® In particular, the following dating of the IPCA inflation was
edtablished, based on the filtered probabilities that the economy isin a high inflation sate:

8 Seethe Activity Report | for amore detailed discussion.



Table 1 - Dating of High Inflation Phases
Seasonal and Cyclical Changes - Trough to Peak

Trough-Peak Dating Causes

Phase 1 1994:9 — 1994:11 Seasond + others

Phase 2 1995:2 — 1995:5 Externd Shock (Mexico)
Phase 3 1995:9 — 1995:12 Seasond + others

Phase 4 1996:3 — 1996:5 Energy

Phase 5 1996:9 —1997:1 Seasond + others

Phase 6 1997:8 —1998:1 Seasond + others

Phase 7 1998:8 — 1999:3 Seasond +Externa Shock
Phase 8 1999:6 — 1999:10 Energy + Seasond

The dynamic behavior of the components of the IPCA was then examined to determine
the main factors driving increasss in inflation.  Fgure 2 plots monthly variations in eech of the
seven components of the IPCA as wedll as the corresponding changes in their underlying weight
over time. The IPCA components are: food and drinks, housing, ‘housing articles, clothing,
trangport and communication, health and personal care, and personal expenditures. °

Accordingly, phases 1, 3, 5, 6, and 7 correspond mainly to seasond changes in the
underlying components and internal market pressures, dthough other factors have contributed to
both trigger and intensify the high inflation phases. In particular, food and clothing display a
drong seasond paitern, generdly reflecting in the IPCA inflation from approximady
August/September until the end of the year. The other inflation phases were mainly caused by
ether increases in energy prices and/or externa shocks. Accordingly, phases4 and 8 (and to a
lessen degree phase 3) were triggered by energy shocks, while phases 2 and 7 were driven by
externd shocks — the financid crissin Mexico and Russia, repectively, which led to exchange
rate crises in Brazil. In particular, phase 7 combined both an external shock and a seasond
increase in inflation, which resulted in a longer high growth inflation state, from August 1998 to
March 1999.

9 The components are: alimentacio e bebidas, habitacio, artigos de residéncia, vestuario, transporte e comunicagio,
salde e cuidados pessoais e despesas pessoais.



Figure 2 — Changesin the Components and Weights of the IPCA

32 18
30 6 16
- 28 4 14

MO S

UN W L 24 0 ‘/\/V 10

22 - 8
1 1 1 1 1 1 1 1 1 1
1995 1996 1997 1998 1999 1995 1996 1997 1998 1999

— Alimentacao — habitacao

— Peso — Peso
13 5 20

- 12 4
s -19

[=]

f\l\/\/\/\/\ AWM, o
VTV L

TR St A

i

& T T T T T 8 o+ T T T T T 16
1995 1996 1997 1998 1999 1995 1996 1997 1998 1999
— Vestuario — Transporte
— Peso — Peso
14 155
8] 150
[
145
ya
- 14.0
2
o /\M-/\/\AI\ rAI\ -135
vy M vv T
T T T T T 130
1995 1996 1997 1998 1999
— Dpessoais
— Peso
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The second step of the project was to gather the extensive available Brazilian datain the

Centrd Bank aswdll as data sats from other Brazilian inditutions, such asthe Indituto Bradlaro

de Geografia Econdmica (IBGE), Fundacdo Getulio Vargas, and the private sector. Around

10



200 economic variables were found as potentia candidates to predict IPCA inflation. Then, a
throughout research of the quaity and reliability of the data was implemented.’® The sdlection
and treatment of the data are a crucid basic step to a robust empirica exercise, as sudden
changes or different patterns in a series may arise from data handling and not from economic
dynamics. Particular attention was given to changes in methodology or collection procedure that
could cause spurious inferences in the series.  Variables from unreliable sources or that
presented changes in caculation and collection methods were excluded from the andyss. The
variables were also sdlected according to: @ ther avalability & higher economic frequency
available (monthly); b) their sample size (the ones that present longest history); and ¢) ther
timeliness to enable red time analysis—that is, how fast new releases of the series are available.

After assortment of the reliable data, a database was set up containing over 100
candidate leading, coincident, and lagging inflation variables. No reliable variable was
overlooked in the scrutiny to determine their economic patterns and their cyclica relaionship
with the Brazlian inflation.™*

3.2 Selection of the Variables
Anayss of the inflation dynamics developed in section 2 suggests four types of sources
causng changes in inflation phases. exchange rate shocks, energy shocks, interna markets
factors (supply and demand pressures, etc.), and seasonal changes. Accordingly, 68 variables™
can be classified into 4 mgor categories.
1) Changes in input prices and varigbles sengtive to market conditions. These variables
reflect exchange rate and energy shocks, internd supply shocks, and seasond factors.
E.g.: prices of industrid materials, energy prices, import prices, commodity prices, etc.
2) Measures of inflationary pressures from labor markets, cepitd markets, and

commodity markets. These variables capture interna market pressures and seasond

10| am thankful to the invaluable assistance of Jose Ricardo Costa e Silvain this part of the project.
11 For more details see Chauvet (1999a, 1999b).
12 Some of the series measure closaly related definitions.
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factors. E.9.: rate of cgpacity utilization, measurements of employment, measurements
of growth in debt outstanding, etc.

3) Vaiables tha may themsdves contribute to generate economic and inflation
fluctuations, such as monetary and fisca policies. E.g.. M1, M2, monetary base,
changes in taxes, etc.

4) Proxiesfor business expectations. E.g.. ock market prices, prices of future contracts,
etc. These variables may reflect overal inflation expectations based on dl available
information to the market participants.

3.2.1 TheProblem of Overfitting

A criticd issueis how to sdlect variables and build the leading indicators from this list of 68
vaiables. Thousands and even millions of combinations of the variables are possble. To
illugtrate the dimengon of the exercisg, if the variables were combined in a group of 4, this
would result in 814385 possible models. If instead groups of 5, 6 or higher number of variables
were used, thiswould yied millions of combinations of the leading variables.

On the other hand, a sdlection of a shorter list containing the best variables among the
68 variablesrunstherisk of overfitting. In fact, a search of this dimension, with the specific god
of finding the best indicators for predicting inflation can be expected to do one thing: to find a
good fit to the sample period used.

Ovefitting refers to the procedure of adapting a modd to maximize its fit to higorica
data. A consequence of ovefitting is that dthough the modd may fit higtorica data well, it
performs poorly in out-of-sample forecasting. This is because the modd fits not just the sgnd it
intends to extract, but adso idiosyncrasies of historical data that are not necessarily observed in
future sample data™® In fact, overfitting can easily lead to wild unreasonable predictions and

large variances of the forecast error.

13 The problem of over-fitting can be illustrated as follows: we are given a set of data points that we want to fit with a
function. Now, from numerical analysis we know that we can fit the data exactly with a polynomial of high degree.
However, this does not tell anything about its behavior outside of data sample used. Generally, the polynomial may

behave wildly between successive points on the grid. This phenomenon is exactly what makes it difficult for the model

to perform well outside of the sample. In fact, over-specialized functions merely memorize the sample data used, and
thus does not generalize well for new observations.

12



The idea here is to obtain a generd modd of the behavior of the variables that will do
well dso on unseen data In fact, the god is to use the leading indicators of inflation for
forecadting in red time, S0 that they can be used as an informative tool for monitoring monetary
policy in a month-to-month bass. Thus, the critica issue in searching for candidate leading
variables is to understand how well they would make predictions for cases that are not in the
sample used. The best way to minimize overfitting, and hence get more redidtic etimates, is to
sdlect the variables (and the implicit models to sdect the variables) depending on their out-of-
sample forecasting performance. To ensure that, the variable salection process was recursively
re-estimated through the sample period. That is, the procedures were estimated repestedly,
using larger and larger subsets of the sample data. The first estimation was obtained for the first
n observations, where nis equa to the number of parametersin the model. For each subsequent
month, the models were recursively re-estimated, and the process was repeated until the end of
the sample. For each re-estimation of the modd, the estimates of the parameters were used to
predict the one-step-ahead forecast value of the dependent variables, and to compute the one-
step ahead forecast error.

Then, for each of the procedures described below, root mean squared error, Thel
inequdity coefficients, and mean absolute percentage error were used as criteria to classfy the
variables according to their incremental predictive power out-of-sample. This procedure dlows
better understanding on how well the models would have performed if they had been applied
month by month in red time.

3.2.2 Linear Procedures

Severa econometric procedures were implemented to select and rank the variables that
lead inflation. Fird, dl series were transformed to achieve stationarity and were normaized to

have mean zero and unity variance.™

14 The Augmented Dickey-Fuller (1979) and Phillips-Perron (1988) tests were used to test for unit roots. In addition,
Perron’s (1989) test was also used for the null of integration against the aternative of deterministic trend in the
presence of a structural break. In the case of deterministic trends, the best specifications were selected using Akaike
Information Criteria and BIC criteria. One of the problems of this analysis is that the sample is small. Variables that

13



The vaiables were then classfied according to: @ ther ability to Granger-cause
inflation; b) ther margind predictive content for inflation; ¢) their bivariate rdaion with
inflation—cross-corrdation in time domain, and coherence and phase lead in frequency
domain;* and d) their ability to anticipate the pesks and troughs of the inflation process.

In addition to Granger causdity tests and cross-correlaions, some autoregressve
systems were examined to assess the margina predictive content of the variables for inflation.
Although it is desrable to use VARs with a large number of lags and variables to forecast
macroeconomic variables, in practice the number of observations available does not alow much
flexibility in this exerdse. Thus, VAR systems were used with inflation and a smal number of
varidbles and lags, as well as univariate modds with inflation and a larger number of lags and
variables™®

Thisyields saverd leading indexes. Using these basic frameworks, dternative additional
variables were included one a a time in the autoregressive sysems'” Then, it was verified
whether lags of the additiona variables help predict inflation beyond what other variables and
lags of inflation itsdf dready predict, usng Schwarz Information Criteria (SIC), and Akaike
information Criteria (AIC). The exercise was repeated recursively, and the forecasting
performance of the models were evaluated out-of-sample using the root mean squared error,
Thell inequality coefficients, and mean absolute percentage error, as described above.

A throughout examination of the data according to this procedure yielded a ranking of
the 68 leading variables of inflation for Brazil, based on the optimality of linear one-step-ahead
least squared predictors in the out-of-sample exercise. However, some variables that that did

not perform well according to the linear criteria were not diminated if economic theory

have stochastic trends may appear to have deterministic trends in a sub-period, and this information will only be
revealed as the sample size increases. Thus, these tests should be revised as more observations are available.

15 Spectral analysis requires a sample size four times larger than the available. This technique was mainly applied for
the longer sample from 1980:1 to 1999:12 (using subsamples to avoid nonstationarities arising from the several
structural breaks during this period).

16 Since the number of parameters increases rapidly with the number of lags, even systems of moderate size become
overparameterized relatively to the total number of observations. This leads to poor and inefficient estimates of the
short-run cyclical features of the data. However, if the lags are too small, the residuals may contain important relevant
information for the variables and only part of the available information is used to characterize the data. As a
consequence, this leads to spurious significance in the coefficients.

17 Details regarding the basic models and variables included in the analysis can be found in Chauvet (1999a, 1999b).
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suggested that they should have some predictive content for inflation. It could be the case that in
this amdl sample they did not do so well due to some mgor changes in the inflation dynamics,
such as the currency crisisin 1995 and in 1998-1999. In fact, next section shows evidence that
the correlaion between inflation and these variables display a structural bresk in 1998-1999.
Thus, as more observations are collected they may prove to be good candidate leading
varigbles for inflation.

The procedure undertaken here is smilar to the NBER approach and the one pursued
by Stock and Watson (1989, 1991), which list alarge number of variables and reach a shorter
list of variables that enter their leading indicators as weighted averages. A criticd differenceis
that the procedure in this project is based on out-of-sample forecasting performance, rather
than the predictive content in-sample. The ideais to avoid overfitting and produce reasonable
forecadts in red time. The main criticism of the leading indicators proposed by Stock and
Watson (1989, 1991) was their reliance on variable selection s and, ultimately, the selection of
the leading indicator, based on in-sample performance.™®

3.2.3 Non-Linear Procedures

One important drawback of the linear approach to causdlity testing and margina
predictive content is that such modes can have low power detecting certain kinds of nonlinear
caud rdaions. The main god of the leading indicators of inflation is to give early out-of-
sample sgnds of pesks and troughs of inflation, which Granger causdity tests and linear
autoregressive systems can fail to uncover.

Thus, the nonlinear relationship of each of the series was studied using probability
methods to determine if they anticipate the pesks and troughs of the inflation process. In
particular, different specifications of two-dtate first-order Markov switching models were fitted
for each of the candidate leading variables™ The estimated probabilities of high or low states

18 |n fact, Stock and Watson's leading economic indicator was first released in 1988, and failed to forecast the
subsequent U.S. recession in 1990.

19 Different specifications includes or not seasonal factors, switching intercepts, switching volatility, switching
autoregressive parameters, and different autoregressive processes.
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for each series were used in an andysis of the nonlinear lead-lag rdationship with inflation
IPCA. In particular, the growth phases of the leading variables were compared to the growth
phases of inflation using the Quadratic Probability Score, which is a nonlinear counterpart for
the mean squared error.  Again, the models were re-estimated recursively and the filtered
probabilities of high growth phase were computed for each date in an out-of-sample exercise,

Turning points analyss indicates that some of the variables that were ranked low in the
previous linear exercise actudly display good nonlinear predictive power in terms of forecasting
inflation turning points, rather than the leve of inflation. This result will be further discussed in
the next section.

3.2.4 Structural Change
One problem of using linear modds such as Granger causdity, VAR modds, and linear

regressonsis that they can be senstive to nondtationarities associated with structural breaks. In
fact, it is important that in the periods studied the variables can be consdered dationary,
otherwise the corrdation between inflation and the leading variables may display sructura
bresks around times in which monetary policy procedures changed, such as in 1999. This
could be one of the reasons why there were discrepancies in the findings using linear versus
nonlinear modesto classfy the leading variables.

In this section, structurd Stability tests are used to estimate a bresk in the inflation
process around the period of the currency crigsin late 1998 early 1999. From previous results
in section 2, inflation p is represented by an AR(1) process, and the inflation process is tested

for structura breaks in its mean and autoregressive parameters.

p: = MDy + mDy + f 1p11Dyt + f 2praDa + € 2
where e, isdidributed norma and
i0 fteET il ifteET
D, =i1 . : D, =i .
1 if t>T 10 ift>T

where t = 1998:05, 1998.06, ..., 1999:05.
Fird, ajointly test of a bresk in both the mean and the coefficient on lagged inflation is
peformed. Then tests for bresks in the mean and the lag coefficient separately are
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implemented. The null of no break cannot be rgjected for the autoregressive parameter, but it is
rgjected for the mean, using LM test. Using a Chow test with the estimated break date imposed
on 1998:11, the null of no break for the mean is aso rgjected.

The possibility that there is a bresk in the resdua variance is dso examined usng
procedure suggested in McConnell and Perez- Quiros (1998). The following modd is jointly
edimated usng GMM:

=m+fipute €)

\/7|et| aiDit +azDax + m

where t = 1998:05, 1998:06,..., 1999:05, e is distributed normal and \/%|é| is an unbiased

estimator of the standard deviation of e;. The null of no bresk is rgjected for the variance using
LM test. Again, usng a Chow test with the estimated break date imposed on 1998:11, the null
of no break for the variance is dso rgjected. Thus, there is evidence of a break in both the mean
and variance of inflation around 1998:11.%° The apparent bresk in the seriesis relatively recent,
and the tests should be implemented again as more observations become available,

However, given the evidence of structurd bresk in the inflation dynamics around 1999,
the results of sdecting variables and specifications based on linear models of Granger causdity,
VARs, and regressions should be interpreted with caution. The procedure used here partialy
overcome this problem, since the variables were sdected based on their out-of-sample

recursve forecasting ability.

4. Modelsfor the Leading Indicators of I nflation

4.1 The Dynamic Factor M odel

The leading indicators of inflation are congtructed from a dynamic factor modd, using an
gpproach smilar to the ones developed in Chauvet (2000b). The dynamic factor is a latent

2 The same tests were applied to detrended inflation, and the evidence in this case is for a structural bresk only in its
variance.
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variable that summarizes comovements of some variables that lead the Brazilian inflation as
measured by changes in the IPCA. It is a Sgnd-noise extractor that filters out idiosyncratic
sectord movements in the observable variables from common cyclicad movements rdated to the
inflation process. The dynamic factor modd is:

yi =d+L(L)FR + v, 4)

F(L)F =g+ Ut ()
where y; is the nx1 vector of observable economic variables that exhibit predictive power in
forecagting inflation, d and g are congtant terms, L is the vector of factor loadings, and R, isthe
scdar dynamic factor. L (L) and F (L) are finite lag polynomids and L is the lag operator and
D=1-L. Anticipating the empirica results in section 6, for most of the variables considered unit
roots tests cannot rgect the null hypothesis of integration. Further, a sochastic trend is not
included in the dynamic factor based on evidence that the series studied are integrated but not
cointegrated. Thus, the modd is trandformed using the first difference of the observable
variables, Dy;:

Dy: =b +L(L) lii; + e e ~ ii.d. N(O, S) (6)

FL)Ilii =a + hy h~iid. N, s/) (7)
where e; = Dv ; are the nx1 measurement errors, h; = Du, is the scalar trangtion shock, and lii;
= DF, isthe scdar dynamic factor, that is, the Leading Indicator of Inflation. Notice that in this
specification, the sample mean of y; does not separately identifies b and a. A smple way to
solve this problem is to write the modd in deviaions from means, thus, “concentrating out” of
the likelihood function the constant parameters in equations (6) and (7).>* The mode used in
the empiricad andysisis

DY, =L LIl + e e~ ii.d. N(O,S) @)

LIl;=F Lllg + hy h~i.id. N, s/) (9)
where DY = Dy; - Dy, and LII; = Dlii; — a/(1-f ). For identification of the dynamic factor, a

scde hasto be assgned toit. This can be achieved by normaizing the factor variance or one of

2LAn dlternative way to identify the parametersis by imposing restrictions on their relationship.
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the factor loadingsto one. In the estimation exercise the factor variance, s 2, is set to one, and

the variables are trandformed as deviation from their means divided by their sandard deviation.
The modd assumes that Ht ~§£0'2“ gg and S are diagond, which implies that the
leading inflation indicator (LI1t) and the nx1 vector et are mutudly uncorrelated at al leads and
lags. Thus, the dynamic factor is driven by, h,, the shocks common to al observed variables,
DY:. Sector-specific shocks, e, are idiosyncratic movements inherent to the observable
variables, and they do not affect the dynamic factor. The output of the modd is the Leading
Inflation Indicator, LII;, congructed as a combination of the underlying observable variables
DY, usng the Kaman filter. The eements of the vector L correspond to the factor loadings,
which measure the sensbility of each of the DY seriesto the leading inflation indicator LII;.
Given the above assumptions, dl the observationd information for identification of the
modd is subsumed in the covariance matrix of the observable variables, and necessary and

sufficient conditions for identification of &l the model parameters are met.

4.2 TheVAR Model

Although the primary god of the leading indicator is in anticipating turning points, it can
aso be used to form linear forecadts of inflation. The leading indicator of inflation is composed
of variables that anticipate the inflation process such as price of inputs and energy, index of
imported prices, price of sengtive materials, measures of demand pressure, prime movers such
as fiscd or monetary policy changes, or forward-looking variables that reflect busness
expectations?® By itsdlf, it can not be used to give a linear forecast of inflation. However, the
leading indicator can be combined with inflation in vector autoregressions to provide a linear

forecast of inflation:

22 See Anderson and Rubin (1956), Bollen, and Joreskog (1985), Bollen (1989), Deistler (1993), Dunn (1973), Fisher
(1966), Rothenberg, (1971), Geweke (1977), and Sargents and Sims (1977).
2 seethe Activity Report | for amore detailed discussion.
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DIPCA; = a;DIPCA; + ... + a,DIPCA, + byLlls + ... + byLlle, + 2 (10)

LIl = ¢iDIPCAuy + ... + CoDIPCA, + ChLlliy + ... + dpLllp + 1 (12)

z,~i.i.d.N(O, s?) N ~i.i.d. N(O, s?)
where z; and n, are seridly uncorrelated error terms.

The IPCA is projected forward h-step ahead to obtain linear forecasts using the history of
inflation and the dynamic factor to predict its future valuesin this VAR system.

5. Estimation Procedure

The estimation isimplemented using the Kaman filter. Themodd isfirs cast in date
space as.
DY = LLIl+e& Measurement Equations
LIl = F LI+ h, Trangtion Equations
The objective of the Kaman filter is to form forecasts of the unobserved sate vector
and the associated mean squared error matrices (MSE) at t based on information available up
° Dy’

totimet-1,1 ,

DY’ ... DY’ I":

1’
L”t|t-l =E (LI ] 11)
Pyyer = ELCLI,- L )L - Ll ) e
The Kdman filter isa set of recursgonstha, given aninitid date estimate LIl with MSE
Po, it provides linear least square predictions Llly., and updates LIl;, adong with the
corresponding MSE matrices By.; and B. That is, given the parametersin L, F and H, the
filter uses as inputs an inference about the state vector using information up to t-1, {LH¢1.1} ;
and the mean squared error matrices, { Pr.yp.1}. The outputs are their one-step updated values.
Thedgorithmis
Step 1: Initid state estimate and MSE
Lilo = E(LIlo)
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Po=E(LHo-LII,) (LI - LI,
Step 2: one-step-ahead state prediction and M SE (prediction recursions):

LIl
P

t|t1

t]t-1 =a +FLIl t-1t-1

=FP,

qaF ' +S?
Step 3: extraction and M SE (updating recursions):
LIy, =LH, +K Ny,
R = (-K Ry,
where:

K, =P

t|t1

L'[Qt]'l, N, =DY,- LLIl,, is the conditiond forecast error of DY, and
Q,=LR L' +S istheconditiond vaianceof N, .

Step 4: maximize the likdihood function:
Log f(DY, DYy, .. | 1,) =

o o n - 1. -
& Jogf(DY, 1)=& log{@p™ QI exp(- 2Ny Q7N )}

The filter evduates this likelihood function, which can be maximized with repect to the
model parameters using a linear optimization agorithm. The parameters estimated and the
sample data are then used in alast gpplication of the filter to draw inferences about the dynamic
factor based on information available a timet.

The parameters of the model are estimated as follows. the model is cast in Sate-gpace
form, where equations (5) and (6) are, respectively, the measurement and transition equations.
Then, the Kaman adgorithm is applied to condruct an optima linear prediction of the latent
dynamic factor. Thefilter tracks the course of the dynamic factor, which is calculated using only
observations on DY,;. It computes recursvely one-step-ahead predictions and updating
equations of the dynamic factor and the associated mean squared error matrices. The output is
the leading inflation indicator, L1l;;:, which is an optimal estimator of the state vector constructed
asalinear combination of the variables DY, usng information available through timet. As new
information becomes available, the Kaman filter can be gpplied to update the leading indicator
on ared timebass,
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6. Empirical Results

6.1 Mode Selection and Specification

After condderation of dructurd bresks, the liner and nonlinear out-of-sample
procedures were used to rank the 68 leading variables, with particular atention to changes
around the structura bresk in the inflation series around the end of 1998.

As mentioned above, if the variables were combined in a group of 4, thiswould result in
814385 possible modds. However, some of the series measure closely related definitions. For
example, there are 4 variables measuring capacity utilization, 15 measurements of employment,
efc. Of course, combinations of variables that reflect only one type of measurement should be
excluded. For example, an indicator composed only of employment variables would miss large
part of the dynamics of inflation. In fact, many combinations smply lack economic content as
leading indicators of inflation. Thus, afirg guiddine in the combination of the variables was not
to include more than one variable measuring closdy related concepts.  This reduces the search
to 10626 possible models.

An important criterion in the combination of the variables is the higtorica conformity and
the relationship of the leading variables with the reference inflation cycle as to the timing of
changes. The dynamic factor modd is designed to extract common cyclicd movements
underlying the observable varidbles. This implies that the variables composing each indicator
should exhibit asmilar lead-lag rdaionship with inflation. That is, cydica movementsin each of
the four variables composing the leading indicator should coincide. For example, a variable that
anticipates inflation movements with a lead of 4 to 7 months should be combined with others
with gpproximately the same forecadting lead. If this criterion is not met, the upturn in one
variable may offset a lagged upturn in the other variables and there is no common cyclica
movement to be summarized by the dynamic factor. In this case, the Kaman filter will either not
converge or will converge to one of the candidate variables. In fact, a random search of

different combinations of the variables will lead exactly to that in the mgority of the cases.

22



Thus, implicit in the dynamic factor modd is the conformity of the lead-lag reationship of
the variables with inflation. This reduces the number of possble combinations to just a few
hundreds.

6.2 Classification of the Best L eading Indicators of Inflation

As in the procedure to select the variables, a mgor concern in al steps of this project
was to avoid overfitting the data. Thus, in the congtruction of the leading indicators of inflation,
the models were dso recursvely re-estimated out-of-sample and, for each re-estimation of the
modd, the estimates of the parameters were used to compute one-step-ahead forecast vaues
and forecast errors of the dynamic factors. Then, scae invariant daigtics, such as Thell
inequality coefficients and the mean absolute percentage error were used as criteria to rank the
leading indicators according to their forecasting ability out-of-sample.

An overriding criterion is the ability of the indicators to anticipate inflation turning points.
This requires andlyss of the lead-lag relationship of the indicators with inflation. The procedure
utilized was as follows. Firgt, Markov switching models were fitted to the indicators. Different
specifications were estimated dlowing the switching mean, switching variance, or both. Then,
specification tests were gpplied to study whether the switches reflect changes from low/high
phase or whether permanent changes (structura bresks) characterize the indicators. If the
switching reflects short-run changes in regimes, the filtered probabilities were then used to
determine turning points®* However, if the filtered probabilities reflect instead a major switch in
the mean or variance of the indicators around some specific dates (possibly related to currency
crises), then the filtered probabilities from the Markov switching modd were used to segment
the different voldtility periods. Upper and lower bounds thresholds were established as the mean
minug/plus half the standard deviation of the series, where the standard deviation assumes pre
and post break values. These thresholds were used to date turning points of low/high growth
phases of the leading indicators. Then, 0/1 dummy variables were constructed, where the value
of 1 indicates high growth phases. Findly, &fter the turning points were determined, the
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Quadratic Probability Score at different leads was used to compare the filtered probabilities of
high inflation growth obtained from equation (1) with the 0/2dummies® The QPS is a nonlinear
counterpart to the Mean Squared Error, and corresponds to a loss function in which the turning
points of the leading indicators of inflation are compared to the IPCA inflation turning points at
different leads. Again, thisanadyss of turning points was implemented out-of-sample.

6.3 Analysisof the Top Five Leading Indicators

The linear forecadting ability of the leading indicators and the andysis of turning points
based on out-of-sample exercises were used to classify the top 20 leading inflation indicators.
In this section, we explore the ability of the indicators in predicting inflation turning points usng
information availablein red time.

Frd, the ability of the leading indicators in anticipating inflation turning points is
examined using full sample information. For historical andys's, the modds were esimated using
data from 1994.08 to 1999.07. The adequacy of the model specification was verified through
andyss of the whiteness of the one-step-ahead forecast errors and dynamic multipliers
behavior. The diagnodtic tests indicated that the specification sdected were adequate for al
equations®® In addition, the autocorrelation functions for the disturbances are within the limit of
two times their asymptotic standard deviation.’

Second, the parameters were estimated up to 1998.07, and the estimates obtained
recursgvely from 1998:08 to 2000:03 were used to generate forecasts and examine out-of-
sample performance of the leading indicators in predicting inflation turns. This tests the ability of
the models in predicting out-of-sample even when mgor events such as the Brazilian currency

crisgsin January 1999 are excluded from the sample.

2 For example, a peak occurs if the probabilities of high growth phase fall above their mean plus one-half their standard
deviation.

2 A Bayesian procedure was also implemented, as described in Chauvet (1999b).

% The hypothesis of cointegration was tested using Stock and Watson's (1988) test and Engle and Granger (1987)
pairwise test.

2 However, this holds marginally for some indicators, as discussed in Chauvet (1999b). An interesting extension would
be to model AR(1) processes for the idiosyincratic terms of some of the observable variables.**
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Findly, the performance of the leading indicators in predicting cydicd turns of inflation is
examined, using only red time data available at the date of each forecast. An important aspect
of the criteria adopted to build the leading inflation indicator is the possbility of red-time
prediction and monitoring of the inflation cycle. The idea here is to reproduce the forecasting
problem the Centra Bank faces when only prdiminary data is avaladle. In this pat, the
parameters of the dynamic factor mode were estimated using data up to 1999.05. For each
subsequent month, the modd was re-estimated and only rea time unrevised data were used to
generate out-of-sample forecasts of the filtered dynamic factors from 1999.06 through 2000:03.
Red time data for the economic variables correspond to preliminary and unrevised data®®

6.3.1 Turning Point Analysis
The top 20 leading indicators display smilar cyclicd movements. In fact, they can be

dassfied into 5 mgor groups, according to their common cyclical dynamics. In order to
represent a broad spectrum of cyclica movements, the analysis below reports the top 5 leading
indicators of inflation from each of the five groups. Thus, andyds of turning point prediction as
well as linear forecasting performance will be examined for the leading indicators of inflation F2,
F6, F8, F18, and F23.%°

Figures 3 to 5 plot the five leading indicators of inflation againgt the IPCA inflation and
itsturning points. A visua ingpection revedsthat the indicators anticipate dl inflation turns. This
will be carefully examined in the andyss of turning points below.

2 These data were obtained from severa issues of the publication ‘Indicadores Econdmicos’ published by the
DEPEC/BACEN, and from continuously collection by the DEPEP. One of the important criteria for selecting variables
to compose the leading indicator is their prompt availability (timeliness), if real time analysisisto be performed. Many
variables that are good candidates are released with along delay and, therefore, were not included in the analysis.

% The top 5 leading indicators can actually be further divided into three groups according to the similarities in their
cyclica movements:. leading inflation indicators LI1F18 and LIIF23 as one group; LIIF2 and LIFF6 as another group,
and LIIF8.
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Figure 3 — Leading indicators of inflation LI1F18, L11F23, and High Growth Phases of
the

IPCA Inflation (Shaded Area)
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Figure4 — Leading indicators of inflation LIIF2, LI1F6, and High Growth Phases of the
IPCA Inflation (Shaded Area)
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Figure5—Leading indicators of inflation L11F8, and High Growth Phases of the IPCA
Inflation (Shaded Area)
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Table 2 shows how consgtently the indicators turn before inflation turning points.  All
five indicators Sgnd dl 14 inflation turns with different leads. In addition, the leading indicators
do not exhibit multiple spikes around turning points. The median lead of the turns is around 5
months, while the average lead of the indicators is around 4 months with a sandard deviation of
1.9 month.

There are two types of turning point errors. predicting a turning point when one does not
occur, and predicting no turning point when one does occur. A perfect forecast is obtained
when these two errors are zero. Table 3 summarizes evaduation of the turning point Sgnds of the
leading indicators. The leading indicators LII F2 and L1l F6 signa one false peak and one false
trough, while the LIl F18 and LIl F23 gives two fase pesks and two fase troughs. The
performance of these indicators is based on out-of-sample sdection of the variables and
modds. Thus, the reaults indicate a very good performance of the leading indicators in
predicting turning points — each of them would have signaed correctly al the pesks and troughs

of the inflation phase in an out-of-sample exercise.  Cautious should be exercised for fase

27



sgnds from the indicators. However, there were only 2 to 3 fdse sgnals out of 14 pesks and
troughs — an occurrence in only 15% of the turning point events.

Table 2- Signals of IPCA Inflation Turning Points from the L eading indicator s of inflation

Troughs and Peaks LIl F2 LIl F6 LIl F18 LIl F23 LIl F8
of the IPCA Inflation
In-sample
1995:2 (T) -6 -6 -6 -6 -1
1995:5 (P) -2 -2 -4 -4 -2
1995:9 (T) -3 -3 -1 -2 -2
1995:12 (P) -2 -2 -2 -2 -2
1996:3 (T) -3 -3 -1 -1 -8
1996:5 (P) -2 -1 -2 -2 -1
1996:9 (T) -4 -4 -4 -4 -4
1997:1 (P) -5 -5 -5 -5 -3
1997:8 (T) -6 -1 -5 -5 -6
1998:1 (P) -7 -7 -5 -5 -3
Out-of-sample
1998:8 (T) -5 -5 -5 -5 -6
1999:3 (P) -6 -6 -6 -6 -6
Real time:

1999:6 (T)* -3 -3 -6 -6 -6
1999:10 (P)* -4 -5 -5 -5 NA
Average L ead 4.1 -38 41 -4.1 -4.1

Standard Deviation 17 19 1.8 17 22
Median -4.0 -3.5 -5.0 -5.0 -3.5

The (-) sign indicates leads, that is, how many months ahead the indicator signal an inflation peak or trough.

The criterion adopted to determine turning points is whether the series display growth plus or minus one half their standard
deviation.

(*) Results from redl time analysis using only unrevised data from 1997.06 to 2000.03.

Table 3- Evaluation of Turning Point Signals

Turning Point Evaluation LIl F2 LIl F23 LIl F18 LIl F8 LIl F6
Correct TP 14 14 14 14 14
Correct TP with lead 14 14 14 14 14
Missed TP 0 0 0 0 0
False Peaks 1 2 2 0 1
False Troughs 1 1 1 0 1

A missed TP occurs when the indicator does not signal inflation turns at any lead

Table 4 compares the accuracy of the indicators in predicting inflation turning points,
using the Quadratic Probability Score (QPS):

2 ~
QPS= ?5; [N,- NjJ?

where N, isa0/1 dummy variable that takes the value of one if the series are above a threshold

determined by plus hdf the standard deviation of the growth of each series N is the
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probabilities of high inflation phase obtained from equation (1). The QPS ranges between 0 and
2, with the maximum accuracy corresponding to zero. The leading indicators LI F23 and LI|
F18 display the lowest QPS for most horizons. The smalest QPS for dl indicators is found
around the 6-month horizon, dthough it is dso smdl a the 12-month horizon. Recal that the
QPS is a counterpart for the mean squared error. Thus, this result is equivadent to say that the
loss function associated with event timing forecast is minimized a 6-step ahead. Based on this
result, the best use of the leading indicatorsis to forecast inflation turning points 6 months ahead.

The performance of the leading indicators is compared with a benchmark mode. Take
Nt to be a congtant equd to the historica fraction of quarters for which the economy wasin a

high growth inflation phase. The QPSin thiscaseisequa 0.61. Thus, the leading
indicators display better out-of-sample performance compared to naive forecasting model.

Table 4 - Evaluation of In-Sample Peak Forecasts of the IPCA Inflation Using the QPS

For ecast LIl F2 LIl F23 LIl F18 LII F8 LIl F6
Horizon

O-month 043 0.44 0.44 042 043
1-month 041 042 042 0.45 041
2-month 044 047 047 041 043
3-month 0.46 041 041 0.39 0.45
4-month 0.32 0.31 0.31 042 0.31
5-month 0.30 0.29 0.29 0.45 0.29
6-month 0.29 0.26 0.26 0.31 0.27
7-month 0.32 0.34 0.34 0.39 0.32
8-month 0.28 0.35 0.35 0.48 0.28
9-month 0.35 0.34 0.34 051 034
10-month 031 0.39 0.39 0.53 031
11-month 0.29 0.36 0.36 044 0.30
12-month 0.28 0.30 0.30 0.38 0.27

6.3.2 Recent Performance of the L eading indicator s of inflation —

Turning Point Analysisin Real Time

Revisons of the series that compose the leading indicators are sometimes substantid.
Large revisons are made in subsequent releases of the series that compose the leading
indicators. This suggests that a reliable prediction of turning points in red time is more difficult
due to the avallability of only preiminary and unrevised data
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Nonetheless, dl indicators predict dl inflation turning pointsin ared time exercise. The
last two rows of Table 2 reports the result for out-of-sample red time andysis. On average, the
leading indicators Ssgnd inflation turns with a shorter lead in the out-of-sample exercise.

Thus, turning point andyss indicates that leading indicators have been proving to be
informative about futures phases of inflation cycles in red time out-of-sample, and it can be a
useful monitoring tool for monetary policy in a current basis.

Figure 6 — Real Time: Leading indicators of inflation LI11F2, LI1F6, and High Growth
Phases
of the IPCA Inflation (Shaded Area)
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Figure 7 — Real Time: Leading indicators of

inflation L11F2, L11F6, and High Growth

Phases of the IPCA Inflation (Shaded Area)
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Figure 8 — Real Time: Leading indicator of inflation L11F8 and High Growth Phases of
the IPCA Inflation (Shaded Area)
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6.3.3 Linear Forecasts of Inflation — The VAR M odéel

The indicators can be combined with inflation in bivariate vector autoregressve
processes to yield linear forecast of inflation. As an illugtration, the indicator LII F23 is
combined with IPCA inflation in aVAR. The last observations available for the components of
LIl F23 are for September 1999. Thus, dynamic forecast can be implemented projecting
forward the series IPCA inflation based on its own history and past vaues of the leading
inflation indicator. Figures 9 and 10 plot the dynamic forecast of the Brazilian inflation Six-
months ahead, from October 1999 to March 2000, given information up to September 1999.

The leading indicator correctly signded a decrease in inflation in the next couple of months,
which is consstent with the seasond pattern of low inflation growth in the beginning of the yesr.

In addition, turning points analys's dso indicates thet inflation enter a low growth phase in the
beginning of the year.

Figure 9 —Linear Forecast of Inflation from VAR (6) between IPCA Inflation and the
Leading Inflation Indicator LI1 F23 —1999:10 to 2000:03
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Figure 10 — Linear Forecast of Inflation from VAR (6) between IPCA Inflation
and the Leading Inflation Indicator L11F23 -1999:10 to 2000:03
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7. Leading Indicators of IPCA Inflation: 1980:01 on

In this part, analyss of IPCA inflation is extended for the period from 1980:01 to
1999:12, which includes the hyperinflationary process in the 1980s and the severd Brazilian
dabilization plans. Fgure 11 plots the behavior of inflation in Brazil during this period. The
series digplays severd structura bresks corresponding to the stabilization plans.

The firg issue in searching for a leading inflation indicator for this period is the
availability of data Unfortunately, data-generating Inditutions have changed methods of
caculating and collecting Brazilian economic data, cresting new series that were not extended
very far back. In fact, most of the Brazilian series go as far as 1990. This is a serious
drawback as higorica andyss of the Brazilian economy is compromised by the lack of further
information. From hundreds of variables studied for the smaler sample (1994:08-1999:08),
there were only 50 candidate variables, whose sample period starts in the beginning of the 80s.
From those, only 14 variables can be classfied as leading inflation variable according to the
rationales in described in section 3.2. The lead-lag analyss as described in section 3 was
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implemented between each of these candidates and the IPCA inflation for sub-samples in

between the structurd breaks. However, the results for this sample were not as favorable — al

the variables digplay cyclicad movements that coincide with the IPCA inflation. That is, none of
the variables andyzed are able to anticipate IPCA inflation turning points. In addition, usng a
time-varying verson of the Granger causdity tedt, the candidate variables do not show
sgnificant predictive power in linear forecasting inflation.

Figure 11 — Inflation IPCA and Brazilian Economic Plans: 1980:01 to 1999:07
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In order to invedtigate this further, a time-varying dynamic factor modd was used to

Inflacao IPCA |

obtain potentid leading indicators of inflation. This method alows investigation of the time-
varying relationship between inflation and the indicator across different policy regimes. Figure
12 shows some of the resulting indicators of inflation. All indicators exhibit wesk &bility to sgnd
turning points. These results are consequence of the unexpected changes in the economy
introduced by the six mgor “pacotes econdmicos,” which most economic variables did not
forewarned — changes in policy regimes engendered bregks in the relationships of the inflation

and candidate variables.



Figure 12 — Inflation IPCA and Indicators of I nflation
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8. Conclusions and Remarks

This project had as a god the congtruction of leading indicators that anticipate inflation
cycle turning points on ared time monitoring bags. As afirg step, turning points of the IPCA
inflation were dated using a periodic stochastic Markov switching modd. A dynamic factor
model was then used to extract common cyclical movements in a set of variables that display
predictive content for inflation.

Since the idea is to use the leading indicators as practica tools to assg red-time
monitoring of monetary policy, the econometric procedure to rank variables and select models
were based on recursvely out-of-sample forecasting performance. Out-of-sample estimation is
crucid in order to avoid data mining and, consequently, poor forecags in red time. This dlows
better understanding on how well the models would have performed if they had been applied
month by month in red time.

The leading indicators are found to be an informative tool for sgnding future phases of
the inflation cycle out-of-sample, even in red time when only preliminary and unrevised data are

avalable,
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For the fird sat of leading indicators, the sample period used is very smdl (65

observations), which makesit difficult to infer aspects that can be predicted in the future.
Thus, the leading indicator should be revised as more observations become available, since the
relaionship between the variables may change over time. In the absence of mgor shocks,
however, the frequency of revisons can be low as long as the procedure used is based on out-
of-sample performance.

There is evidence of a structurd bresk in the rdation between inflation dynamics and
candidate variablesin the end of 1998. Thus, the results of selecting variables and specifications
based on linear modds of Granger causdlity, VARS, and regressions should be interpreted with
caution. The procedure used here partialy overcomes this problem, since the variables were
selected based on their out-of-sample recursive forecasting ability.

The resulting indicators for the longer period do not anticipate inflation turning point. 1n
fact, they disolay coincident movements with inflation. However, this does not preclude
forecaging analysis of inflation using other approaches than turning point evauation for this
sanple.  For example, an interesting extenson of the analyss would be the application of
Pesaran and Timmermann (1999) recursve forecasting method in the presence of structurd
breaks.
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