Real Balances in the Utility Function: Evidence for Brazil *

Leonardo Soriano de Alencar **
Márcio I. Nakane ***

Abstract
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1. Introduction

This paper presents an empirical study about the relevance of a model with money in the utility function (MIU) estimated for Brazil. The first order conditions for an intertemporal optimization problem for a representative agent are estimated through GMM (Generalized Method of Moments). The framework of a representative agent is employed due to its analytical simplicity. The representative agent derives utility not only from consumption but also from the holdings of real balances, and from leisure activities. The estimated utility function parameters may be useful for researchers working in the field of monetary dynamic general equilibrium models applied to Brazil.

To the best of our knowledge, this is the first study aiming at an empirical evaluation of a model in the class of Brock (1974, 1975)–Sidrauski (1967) using Brazilian data. It is also the first paper to simultaneously estimate the utility function parameters incorporating consumption, real balances, and leisure as arguments. Reis et al. (1998) make use of the same methodology as ours to examine the existence of precautional savings. Issler and Piqueira (2000) investigate whether there is an equity premium puzzle in the country. These two articles, however, incorporate only consumption in the utility function. Another related article is by Costa Val and Ferreira (2002), who estimate a model with consumption and leisure in the utility function to test the performance of some standard real business cycle models calibrated for Brazil.

Another novelty of the present paper is the use of the official series for quarterly consumption, as calculated by IBGE. Both Issler and Piqueira (2000) as well as Reis et al. (1998) have made use of a quarterly consumption series calculated by the last ones. The calculated series is, presumably, subject to more measurement errors than the official estimates.1

With regard to the international literature, there are some papers examining the relevance of MIU models estimated for the US economy. Holman (1998) investigated different utility function specifications and found results favoring the Brock-Sidrauski model. Dutkowsky and Dunsky (1998) obtained similar results when examined the

liquidity of the M2 components. There are also some less favorable results in the literature. For example, Finn et al. (1990) rejected several different MIU specifications whereas equivalent models with cash-in-advance constraints could not be rejected.

The present paper has the following structure. The next section summarizes the theoretical developments in the field. Section 3 describes the optimization problem for the representative household and derives the respective first order conditions. Section 4 briefly comments the estimation technique. Section 5 describes the data. Section 6 presents the results, and Section 7 summarizes the main findings.

2. Theoretical background

The presence of money in the utility function captures the importance of the liquidity services associated to its holdings. Money has the role of reducing frictions in economic transactions, which benefits the agents. Obstfeld and Rogoff (1996) cite the reduction of time spent in economic transactions as one example of such benefits. Money reduces such frictions due to its purchasing power and it is therefore the real balances that should be an argument in the utility function.

The presence of money in the utility function captures the importance of the liquidity services associated to its holdings. Money has the role of reducing frictions in economic transactions, which benefits the agents. Obstfeld and Rogoff (1996) cite the reduction of time spent in economic transactions as one example of such benefits. Money reduces such frictions due to its purchasing power and it is therefore the real balances that should be an argument in the utility function.

The money-in-the-utility specification can be interpreted as a shortcut to models involving transactions costs. Transactions costs can be introduced either as a diversion of time from leisure and work activities or else as a pecuniary cost in the household budget constraint [Saving (1971), McCallum and Goodfriend (1987)].

Feenstra (1986) formally demonstrated the functional equivalence between a model with consumption and real balances as arguments of the utility function and entering money into liquidity costs, which appear in the budget constraint. Liquidity costs are supposed to have both consumption and real balances as arguments. Feenstra also shows that liquidity costs appearing in budget constraints can arise in conventional Baumol-Tobin money demand models.

The functional equivalence establishes an exact duality between two models by a redefinition of the choice variables, such that both the objective function and the
constraints exhibit identical forms. This is achieved by Feenstra (1986) by a redefinition of consumption into a new variable (“gross consumption”), taken as the sum of consumption and liquidity costs. However, when the labor-leisure choice is endogenous, it is not possible to obtain such an isomorphism by redefining the consumption variable. Correia and Teles (1999) proved the functional equivalence between models with money in the utility function and models with shopping-time transactions costs by redefining the leisure variable.

When functional equivalence cannot be established, a weaker form of equivalence may be useful, that of qualitative equivalence. Two models are said to be qualitative equivalent when their comparative static results are identical in sign.

Wang and Yip (1992) study the qualitative equivalence between a model with consumption, money, and leisure in the utility function and a model with a shopping-time technology. The comparative static results are those associated to a once-and-for-all change in the (constant) money growth rate. The authors show that both models generate identical comparative static predictions (except for leisure\(^2\)) when the utility function is such that there is Pareto complementarity between consumption and leisure, between consumption and money, and Pareto substitutability between leisure and money. Under such conditions, both models predict that an increase in the money growth rate leads to a fall in the capital stock, in labor, in money holdings, in consumption, and in welfare. Moreover, the capital-labor ratio is not affected by the increase in the money growth rate.

The liquidity cost specification adopted by Feenstra (1986) assumes that money is a consumption good. Zhang (2000) generalizes the pecuniary transactions cost to consider money alternatively as (1) a consumption good, (2) a production good, (3) an investment good, and (4) a consumption as well as an investment good. Like Wang and Yip (1992), Zhang also introduces leisure as an argument in the money-in-the-utility-
function specification and also investigates the qualitative equivalence of changes in the money growth rate. Zhang shows that when the consumption effect dominates the real balance effect (see footnote 2), an increase in the money growth rate is accompanied by increased leisure, and by reductions in the capital stock, in labor, in real balances, in consumption, and in welfare for all the four specifications for transactions costs. In addition, when money is specified as a consumption good, the capital-labor ratio is unaffected by the money growth rate, whereas this ratio is negatively affected by the money growth rate for the other three specifications.

The equivalence results are important because many theoretical implications of the money-in-the-utility-function models depend on the signs of the cross derivatives of the utility function, for which there are no strong priors. On the other hand, the required restrictions on the transactions technology are more familiar and more palatable.

3. The model

In the present paper, the representative agent is supposed to maximize the expected value of his discounted utility flow by choosing the amount of consumption, the time dedicated to leisure – i.e. the available time not dedicated to work –, and the levels of real balances and financial assets subject to a sequence of budget constraints:

\[
E_t \sum_{j=0}^{\infty} \beta^j U \left( c_{t+j}, \frac{m_{t+j+1}}{P_{t+j}}, T - h_{t+j} \right)
\]

\[
c_t = w_t h_t + (1 + R_{D_{t-1}}) d_{t-1} \frac{P_{t-1}}{P_t} - d_t + \frac{m_t}{P_t} - \frac{m_{t+1}}{P_t}
\]

where \( E_t \) is the conditional expectations operator, conditioned on the information set available at time \( t \), \( \beta \in (0,1) \) is the intertemporal discount rate, \( c_t \) is real consumption at time \( t \), \( d_t \) is the real volume of one-period fixed income financial assets at time \( t \), \( R_{D_t} \) is the interest rate accruing in return for the holdings of the financial asset payable at \( (t+1) \), \( h_t \) is the number of hours devoted to working, \( w_t \) is the wage rate per hour worked, and \( T \) is the total number of hours available for working and for leisure.
Following standard notational convention in the literature, $m_{t+1}$ represents the nominal balances held by the household at the end of period $t$, and $P_t$ is the general price level at period $t$. We assume that $U(c_{t+j}, m_{t+j+1}/P_{t+j}, T - h_{t+j})$ is a quasiconcave, time separable function.

The optimization problem faced by the representative agent consists in maximizing (1) subject to the budget constraint (2). The first order conditions for this problem are the following:

$$U_3(t) = w_1 U_1(t)$$  \hspace{1cm} (3)  

$$\frac{U_1(t)}{P_t} = E_t \left[ \beta U_1(t+1)(1 + R_{t+1}) \right]$$  \hspace{1cm} (4)  

$$\frac{U_2(t)}{U_1(t)} = \frac{R_{t+1}}{(1 + R_{t+1})}$$  \hspace{1cm} (5)  

Equation (3) informs that the household equates the marginal utility of leisure to the cost of foregone consumption. The consumption Euler equation (4) indicates that the marginal cost of reducing consumption in one unit at period $t$ is equal to the expected discounted value of purchasing one real unit of the financial asset at $t$ and consume the proceeds in period $t+1$. Equation (5) reflects the trade-offs involved in the optimal choice of real balances.

Holman (1998) estimated different functional forms for utility functions with money as one of the arguments. The results found by this author indicate that more elaborated specifications do not significantly improve the empirical performance of the models for the US economy. Based on such findings, we assume that the period utility function is well represented by a constant relative risk aversion (CRRA) functional form:

---

3 Equations (4) and (5) are obtained through the maximization with respect to the financial asset and to the real balances. $U_i(t)$, $i = 1, 2, 3$ refers to the partial derivative of the utility function with respect to the $i^{th}$ argument evaluated at period $t$.

4 For issues related to the existence of equilibrium in money-in-the-utility function models see Brock (1974, 1975). For the possibility of multiple stable paths for these models, see Calvo (1979) and Obstfeld (1984). For discussions on the arising of divergent speculative paths for such models, see Obstfeld and Rogoff (1983) and Gray (1984).
A special case of (6) that will play a role in the empirical section below is the Cobb-Douglas functional form, which arises when $\phi = 0$.

With the CRRA specification for the utility function, the first order conditions can be rewritten as:

$$\frac{w_t (T - h_t)}{c_t} = 0$$  \hspace{1cm} (7)

$$E_t \left[ \left( \frac{c_{t+1}}{c_t} \right)^{\alpha} \left( \frac{m_{t+1}}{P_t} \right)^{\beta - 1} \left( \frac{T - h_{t+1}}{T - h_t} \right)^{\gamma} \right] - \beta (1 + R_{Dt}) \frac{P_t}{P_{t+1}} = 0$$  \hspace{1cm} (8)

$$\frac{m_{t+1}}{P_t} \left[ \frac{R_{Dt}}{(1 + R_{Dt})} \right] - \alpha c_t = 0$$  \hspace{1cm} (9)

4. The estimation technique

The model presented in the previous section will be estimated by the Generalized Method of Moments (GMM) procedure. There are some excellent textbook expositions of this technique. See, among others, Davidson and Mackinnon (1993), Hamilton (1994), and Greene (2000). See also the surveys in Hall (1993), Ogaki (1993), and the volume edited by Mátyás (1999). Thus, this section will only briefly touch on some of the issues involved in GMM estimation.

The basic idea of the estimation of the first order conditions of an intertemporal optimization model through GMM is fairly simple and it was first introduced by Hansen
and Singleton (1982). According to these authors, the solution of a dynamic optimization problem leads to a set of stochastic Euler equations, which has to be satisfied in equilibrium. Such equations imply a set of population orthogonality conditions, which depends on observable variables and on unknown preference parameters. The estimation procedure consists in taking the sample versions of the orthogonality conditions as close to zero as possible according to some defined metric.

The GMM estimator is a non-linear instrumental variable estimator. Hansen (1982) obtains the sufficient conditions for this estimator to be strongly consistent, asymptotically normal, and efficient in the class of instrumental variable estimators defined by orthogonality conditions. When there are more instruments (or sample orthogonality conditions) than parameters to be estimated, the model is said to be overidentified. The overidentifying restrictions can be tested through the J test developed by Hansen (1982).

Hansen and Singleton (1982) mention the following two advantages of estimating Euler equations through GMM:

1) Unlike the maximum likelihood (ML) estimator, the GMM estimator does not require the specification of the joint distribution of the observed variables. ML estimation may not be consistent when the distribution is not correctly specified [Hansen and Singleton (1982)].

2) The instrument vector does not need to be econometrically exogenous; the only requirement is that this vector be predetermined in the period when the agent forms his expectations. Thus, both past and present values of the variables in the model can be used as instruments. Moreover, the GMM estimator is consistent even when the instruments are not exogenous or when the disturbances are serially correlated.

However, these features are related to the asymptotic properties of the GMM technique. As for the performance of GMM in small samples, Tauchen (1986) reports favorable

---

5 This topic is subject to controversy in the literature on small samples. For example, Fuhrer et al. (1995) found evidence favoring ML estimation, while Cogley (2001) found support for the GMM estimator. According to Cogley (2001), the reason for the discrepancy is related to the choice of the instruments.
results both for the GMM estimator as well as for the T×J overidentification test. The choice of the instruments must be made carefully though since, as investigated by Nelson and Startz (1990a, b), the use of poor instruments – i.e. instruments that are weakly correlated with the regressors – can lead to biased estimates.

There are many possibilities for the choice of instruments in the GMM estimation since any variable in the agent’s set of information in period t can, in principle, be used. Fuhrer et al. (1995) suggest a common sense solution of using lags of the regressors as instruments. Such variables are usually highly correlated with the regressors, alleviating the poor instrument problem.

Kocherlakota (1990) and Mao (1990) recommend the use of few instruments in small samples. According to these authors, the performance of the GMM estimator and of the T×J test improve significantly in this case.⁶ According to Mao (1990), this improvement is due to the reduction in the number of restrictions being tested in one hand, and to the reduction in sampling errors in the other.

5. Data

The system formed by equations (7)-(9) was estimated using data for the Brazilian economy. The data for consumption was taken from quarterly national accounts available at the SIDRA system from IBGE (www.sidra.ibge.gov.br). We took the “Final Consumption for Families” series. There are two main series available, namely, a nominal one in current monetary units, and an index for a real one. By comparing the two of them, we are able to obtain a series for real consumption quoted in monetary units, which was then normalized to constant prices for the first quarter of 2001.

Per capita consumption is the ratio of real consumption to total population. Total population is available only at annual frequency. The quarterly series was obtained through linear interpolation using the annual census data for 1991 and 2000.

⁶ Both Kocherlakota (1990) and Mao (1990) have found that the T×J test tends to over reject a true model when the number of instruments rises.
Money is measured as M1. The source for the M1 series is the Brazilian Central Bank. The nominal values at the end of each quarter were first taken and then deflated by the General Price Index IGP-DI calculated by FGV. The price-adjusted series was then divided by total population to obtain the per capita M1 series.

Two alternative interest rates were used as proxies for the rate of return on the financial asset, namely: the overnight selic rate, obtained from the Central Bank; and the return on fixed-rate certificates of deposits, calculated by ANDIMA, and obtained from IPEADATA (www.ipeadata.gov.br). Both series were originally available on a monthly basis and they were both converted into quarterly frequencies by capitalizing the corresponding monthly observations.

There is no available information for the number of hours worked nor for wages paid per worker for the country as a whole. We proxied them by taking the series called “number of hours paid in production per worker – total industry” and “real payroll per worker – total industry”, both available at the “Pesquisa Industrial Mensal – Dados Gerais” survey. However, the data collection for this survey was stopped in March 2001 and was replaced by “Pesquisa Industrial Mensal do Emprego e Salário”, which started in January 2001. Both data sets are from IBGE, and the quarterly arithmetic means were interpolated to generate series from the first quarter of 1991 to the first quarter of 2002. These series, however, are only available as index numbers. In order to obtain a measure of the actual number of hours worked we followed Burnside et al. (1993) and Eichenbaum et al. (1988) and fixed the time endowment of each representative agent as the total number of non-slept hours. The time endowment for each agent was set to 1428 hours per quarter – the same assumption as in Eichenbaum et al. (1988) – and the original series was then normalized in such a way that, along the sample period, the representative agent had a forty-hour working week, close to the statutory one.

With regard to the real wage per hour worked, we equated the average index for the real payroll per worker series for 2000 to one-fourth of the sum of the accounts “remuneration of employees” and “remuneration of self-employed” found at the

---

7 One limitation of the M1 series is that it is not possible to split the shares held by the households from those held by the firms and by the government.
Brazilian National Accounts for 2000. The index series was then used to find the remaining observations.

6. Empirical Results

Figure 1 shows the evolution of the transformed variables that will be used in the empirical estimation of the model. The data spans the first quarter of 1991 – the first available observation for quarterly consumption series – until the first quarter of 2002, and the series were converted into per capita terms as explained in the previous section.

![Figure 1: Transformed Variables Used for Estimation](image)

Note: Series shown are quarterly data on per capita terms. “Wage” means real wage per hour worked.

As can be seen in Figure 1, there is a structural break in the series starting in the third quarter of 1994, the launching of the “Real Plan”. The GMM
estimator is strongly consistent, asymptotically normal, and efficient as long as both the instrument set and the transformed variables are stationary. On this account, estimations of the model will be only performed for the sub-sample starting in the third quarter of 1994.

Due to the same reason, both the \( \left( \frac{m_{t+1}}{P_t} \right) \left[ R_{Dt} \left( 1 + R_{Dt} \right) \right] / c_t \) series as well as the real interest rates were adjusted for possible deterministic trends in the sub-sample starting in the third quarter of 1994. The procedure was to, first, take the residuals of a regression of each series on an intercept and a trend. The trend-adjusted variable is then the sum of the residual with the sample mean for the respective variable.\(^8\)

GMM estimation requires that there are at least as many moment restrictions as parameters to be estimated. The model is called “over-identified” when there are more moment restrictions than parameters. In such a case, a weighting matrix determines the relative importance of each moment restriction. Hansen (1982) showed that it is possible to choose this matrix “optimally” in the sense that it yields an estimator with the smallest asymptotic covariance matrix among the class of estimators that uses weighting matrices. A necessary condition to obtain efficient estimates is to equate the weighting matrix to the inverse of the sample moments’ covariance matrix. The estimator used here will be robust to heteroskedasticity and serial correlation of unknown form (HAC). The literature presents different weighting matrix estimators.\(^9\)

We follow Ogaki (1993) who states that Monte Carlo evidence recommends the use of prewhitened sample moments and quadratic spectral kernel together with Andrews’ (1991) automatic bandwidth parameter.\(^10\)

In order to avoid biased estimation and poor performance of the GMM estimator, the chosen instrument set for each first order condition include a constant and the

---

\(^8\) Robustness tests checking the influence of this detrending method in the results are reported below.

\(^9\) See Ogaki (1993, Section 6), and Cushing and McGarvey (1999).

\(^10\) On the other hand, the Monte Carlo results presented by Cushing and McGarvey (1999) do not lead to a clear conclusion about which HAC estimator has the best small sample performance. This performance would depend on the distribution of the error process. Their results also show that the use of HAC estimators lead to quasi t-statistics that reject a true null more often than their nominal size, impairing inference.
transformed variables appearing in that first order condition. Only one two-period lag of the instruments is used.\textsuperscript{11}

The data set consists of quarterly observations; so it is expected that seasonality may be present in some series. To deal with this issue, seasonal dummies will be included both in the estimated equations and in the instrument set, when they are significantly different from zero at the 5 percent level.\textsuperscript{12}

Table 1 presents the benchmark results for the CRRA specification. The $T \times J$ test indicates non-rejection of the money-in-the-utility-function model at the usual significance levels. In addition, the estimated parameter for real balances, $\alpha$, is positive and significantly greater than zero at the 1 percent level. This result provides some support for the view that real money balances provide liquidity services that contribute directly to utility in Brazil, which means that the use of models in the class of Brock-Sidrauski seems to be valid. Moreover, the results do not seem to be influenced by the use of alternative measures for the interest rate.

<table>
<thead>
<tr>
<th>TABLE 1 Parameters Estimates from a CRRA Utility Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest Rate</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>CD</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Over selic</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Note: Estimated standard deviations appear in parentheses under the parameters estimates. P-values are in parentheses below the $T \times J$ Statistics. The weighting matrix follows Andrews' (1991) methodology with quadratic spectral kernel and prewhitening. The instrument set for each Euler equation includes a constant and the transformed variables entering in the respective Euler equation, with only one lag of two periods. The sample period is 1994(3)-2002(1).

The estimate for the intertemporal discount rate, $\beta$, is close to one and significantly greater than zero at the 1 percent level. The point estimates are greater than the ones found by Reis \textit{et al.} (1998) [between 0.81 and 0.89] and in line with the estimated median (0.97) obtained by Issler and Piqueira (2000, Table 1c) both studies using

\textsuperscript{11} The two-period lag is justified by Ogaki (1993) on the grounds that nominal variables in monetary models are not aligned over time in the same way as they are in the corresponding real model. In addition, agents’ information sets are also considered differently in monetary and real models.

\textsuperscript{12} Ogaki (1993) states that deterministic seasonal dummies can be viewed as artificial stationary stochastic processes, and can therefore be included in systems estimated by GMM. The robustness of the results to seasonally adjusted data is checked below.
quarterly data with seasonal dummies. The estimated discount rate is smaller than that found in studies with U.S. data – Holman (1998), for example, estimates a discount rate close to 0.96 using annual data, which is equivalent to a quarterly discount rate of 0.989 –, which denotes a greater impatience of the Brazilian consumers. One possible reason for such behavior, as suggested by Reis et al. (1998), is the low per capita income in Brazil.

The point estimates for the relative risk aversion coefficient $\phi$ are negative but they are not significantly different from zero. Thus, a reduction to Cobb-Douglas preferences cannot be rejected.\textsuperscript{13} The estimated values for $\phi$ are smaller than the ones reported by Reis et al. (1998) [between 3.6 and 6.43], and by Issler and Piqueira (2000) [median value of 1.7 for quarterly data with seasonal dummies]. The comparison, however, is not appropriate due to the inclusion of different arguments in the utility function for each study.

The estimated coefficient related to leisure, $\gamma$, is also positive and significantly greater than zero. For comparison, the estimates are close to the 1.4301 value obtained by Araújo and Ferreira (1999).\textsuperscript{14} However, comparisons across different studies can be misleading because $\gamma$ depends on the choice of total time endowment and on the assumption about the average hours worked per week. Estimates for $\gamma$ can therefore change with different sets of assumptions about these values. Moreover, the value of $\gamma$ can also change with different adjustments for income taxation.

Two sets of robustness checks were performed. Table 2 presents the results with different treatments for seasonality and for detrending. Table 3 presents estimation results when alternative weighting matrices are used.

\textsuperscript{13} We present below the estimates for the Cobb-Douglas utility function.

\textsuperscript{14} Araújo and Ferreira (1999) obtained the value for this parameter calibrating a real business cycle model using 1995 Brazilian data.
TABLE 2
Parameters Estimates from a CRRA Utility Function
[ Different approaches to seasonality and trend – Interest Rate: CD ]

<table>
<thead>
<tr>
<th>Approach</th>
<th>( \beta )</th>
<th>( \phi )</th>
<th>( \alpha )</th>
<th>( \gamma )</th>
<th>T( \times )J</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAd</td>
<td>0.9808</td>
<td>2.3658</td>
<td>0.0162</td>
<td>1.3210</td>
<td>3.1646</td>
</tr>
<tr>
<td></td>
<td>(0.0080)</td>
<td>(1.6368)</td>
<td>(0.0010)</td>
<td>(0.0135)</td>
<td>(0.6746)</td>
</tr>
<tr>
<td>SAdTr</td>
<td>0.9844</td>
<td>4.3209</td>
<td>0.0153</td>
<td>1.3250</td>
<td>2.5364</td>
</tr>
<tr>
<td></td>
<td>(0.0163)</td>
<td>(2.8049)</td>
<td>(0.0014)</td>
<td>(0.0132)</td>
<td>(0.7710)</td>
</tr>
<tr>
<td>Tr</td>
<td>0.9799</td>
<td>-0.1377</td>
<td>0.0151</td>
<td>1.4055</td>
<td>2.9254</td>
</tr>
<tr>
<td></td>
<td>(0.0041)</td>
<td>(0.2180)</td>
<td>(0.0008)</td>
<td>(0.0360)</td>
<td>(0.7115)</td>
</tr>
</tbody>
</table>

Note: Estimated standard deviations appear in parentheses under the parameters estimates. P-values are in parentheses below the T\( \times \)J Statistics. SAd means that seasonally adjusted data were used. SAdTr means that seasonally adjusted data and non-detrended data were used. Tr means that non-detrended data were used and that seasonality was treated using seasonal dummies.

TABLE 3
Parameters Estimates from a CRRA Utility Function
[ Different weighting matrices – Interest rate: CD ]

<table>
<thead>
<tr>
<th>Covariance Matrix</th>
<th>( \beta )</th>
<th>( \phi )</th>
<th>( \alpha )</th>
<th>( \gamma )</th>
<th>T( \times )J</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABP</td>
<td>0.9771</td>
<td>-0.1015</td>
<td>0.0144</td>
<td>1.3652</td>
<td>4.1700</td>
</tr>
<tr>
<td></td>
<td>(0.0032)</td>
<td>(0.1120)</td>
<td>(0.0010)</td>
<td>(0.0271)</td>
<td>(0.5252)</td>
</tr>
<tr>
<td>AQ</td>
<td>0.9733</td>
<td>0.7078</td>
<td>0.0154</td>
<td>1.3278</td>
<td>5.7621</td>
</tr>
<tr>
<td></td>
<td>(0.0036)</td>
<td>(0.1717)</td>
<td>(0.0006)</td>
<td>(0.0154)</td>
<td>(0.3301)</td>
</tr>
<tr>
<td>AB</td>
<td>0.9709</td>
<td>-0.0057</td>
<td>0.0160</td>
<td>1.3988</td>
<td>6.6658</td>
</tr>
<tr>
<td></td>
<td>(0.0032)</td>
<td>(0.1097)</td>
<td>(0.0005)</td>
<td>(0.0145)</td>
<td>(0.2467)</td>
</tr>
<tr>
<td>NWFBP</td>
<td>0.9756</td>
<td>0.1129</td>
<td>0.0159</td>
<td>1.3696</td>
<td>4.9986</td>
</tr>
<tr>
<td></td>
<td>(0.0024)</td>
<td>(0.1292)</td>
<td>(0.0005)</td>
<td>(0.0210)</td>
<td>(0.4161)</td>
</tr>
<tr>
<td>NWFB</td>
<td>0.9762</td>
<td>0.2758</td>
<td>0.0157</td>
<td>1.3607</td>
<td>6.0996</td>
</tr>
<tr>
<td></td>
<td>(0.0028)</td>
<td>(0.1351)</td>
<td>(0.0005)</td>
<td>(0.0157)</td>
<td>(0.2966)</td>
</tr>
<tr>
<td>NWBP</td>
<td>0.9771</td>
<td>0.1403</td>
<td>0.0152</td>
<td>1.3360</td>
<td>3.6432</td>
</tr>
<tr>
<td></td>
<td>(0.0021)</td>
<td>(0.1243)</td>
<td>(0.0006)</td>
<td>(0.0272)</td>
<td>(0.6018)</td>
</tr>
<tr>
<td>NWB</td>
<td>0.9753</td>
<td>0.4792</td>
<td>0.0152</td>
<td>1.3302</td>
<td>4.7655</td>
</tr>
<tr>
<td></td>
<td>(0.0036)</td>
<td>(0.1384)</td>
<td>(0.0006)</td>
<td>(0.0166)</td>
<td>(0.4452)</td>
</tr>
</tbody>
</table>

Note: Estimated standard deviations appear in parentheses under the parameters estimates. P-values are in parentheses below the T\( \times \)J Statistics. ABP is the method due to Andrews (1991) with Bartlett kernel and prewhitening. AQ is the method due to Andrews (1991) with quadratic spectral kernel and with no prewhitening. AB is the method due to Andrews (1991) with Bartlett kernel and with no prewhitening. NWFBP is the method due to Newey and West (1987) with fixed bandwidth, Bartlett kernel and prewhitening. NWFB is the method due to Newey and West (1987) with fixed bandwidth, Bartlett kernel and with no prewhitening. NWB is the method due to Newey and West (1994) with Bartlett kernel and prewhitening. NWB is the method due to Newey and West (1994) with Bartlett kernel and no prewhitening. The instrument set as well as the sample period is the same as in Table 1.

With regard to seasonality, one can either include seasonal dummies in each equation to be estimated or else seasonally adjust the data. Seasonal adjustment was made through the multiplicative X-11 method. Table 2 shows that, apart from the relative risk aversion coefficient \( \phi \), the results are not sensitive to different seasonal adjustments or to the
inclusion of non-detrended data. The point estimates for $\phi$ change substantially but neither of them are statistically significant.

The comparison of the results presented in Table 3, which uses alternative weighting matrices, to the results of Table 1 shows that little differences emerge with the exception, again, of the estimates for $\phi$. The range of variation for the estimated $\beta$ is in the interval 0.9709 to 0.9771, which is much narrower than the range reported by Reis et al. (1998) and by Issler and Piqueira (2000). The point estimates for $\gamma$ showed variations ranging from 1.3278 to 1.3988. The variation found for the estimates of $\alpha$ ranged from 0.0144 to 0.0160. The largest interval of values was obtained for $\phi$, for which the estimates ranged from $-0.1015$ to $0.7078$. Moreover, three of the reported estimates for this coefficient are significantly different from zero.

In view of the discrepant results obtained for the coefficient of relative risk aversion, two other sets of estimation were performed. In the first of them, the restriction leading to Cobb-Douglas preferences ($\phi = 0$) was imposed and in the other one, the restriction leading to logarithmic preferences ($\phi = 1$) was imposed.

Tables 4 to 6 report the estimates for the Cobb-Douglas utility function as well as the results of the same robustness checks. None of the estimations are rejected by the $T \times J$ test. The overall conclusion is that the estimated values for the other parameters change very little across the different specifications. The range of variation found for $\beta$, $\alpha$, and $\gamma$ are, respectively $[0.9690, 0.9808]$, $[0.0146, 0.0165]$, and $[1.3106, 1.4045]$.

<table>
<thead>
<tr>
<th>TABLE 4</th>
<th>Parameters Estimates from a Cobb-Douglas Utility Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest Rate</td>
<td>$\beta$</td>
</tr>
<tr>
<td>CD</td>
<td>0.9784</td>
</tr>
<tr>
<td></td>
<td>(0.0032)</td>
</tr>
<tr>
<td>Over selic</td>
<td>0.9705</td>
</tr>
<tr>
<td></td>
<td>(0.0033)</td>
</tr>
</tbody>
</table>

Note: Same as for Table 1.
### TABLE 5
Parameters Estimates from a Cobb-Douglas Utility Function
[ Different approaches to seasonality and trend – Interest Rate: CD ]

<table>
<thead>
<tr>
<th>Approach</th>
<th>$\beta$</th>
<th>$\alpha$</th>
<th>$\gamma$</th>
<th>T×J</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAd</td>
<td>0.9709</td>
<td>0.0165</td>
<td>1.3267</td>
<td>3.6908</td>
</tr>
<tr>
<td></td>
<td>(0.0035)</td>
<td>(0.0010)</td>
<td>(0.0136)</td>
<td>(0.7184)</td>
</tr>
<tr>
<td>SAdTr</td>
<td>0.9795</td>
<td>0.0148</td>
<td>1.3106</td>
<td>3.3974</td>
</tr>
<tr>
<td></td>
<td>(0.0053)</td>
<td>(0.0014)</td>
<td>(0.0121)</td>
<td>(0.7576)</td>
</tr>
<tr>
<td>Tr</td>
<td>0.9808</td>
<td>0.0152</td>
<td>1.4045</td>
<td>3.3309</td>
</tr>
<tr>
<td></td>
<td>(0.0040)</td>
<td>(0.0007)</td>
<td>(0.0337)</td>
<td>(0.7663)</td>
</tr>
</tbody>
</table>

Note: Same as for Table 2.

### TABLE 6
Parameters Estimates from a Cobb Douglas Utility Function
[ Different weighting matrices – Interest rate: CD ]

<table>
<thead>
<tr>
<th>Approach</th>
<th>$\beta$</th>
<th>$\alpha$</th>
<th>$\gamma$</th>
<th>T×J</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABP</td>
<td>0.9786</td>
<td>0.0146</td>
<td>1.3561</td>
<td>3.9831</td>
</tr>
<tr>
<td></td>
<td>(0.0032)</td>
<td>(0.0009)</td>
<td>(0.0261)</td>
<td>(0.6790)</td>
</tr>
<tr>
<td>AQ</td>
<td>0.9690</td>
<td>0.0165</td>
<td>1.3964</td>
<td>6.4197</td>
</tr>
<tr>
<td></td>
<td>(0.0021)</td>
<td>(0.0004)</td>
<td>(0.0106)</td>
<td>(0.3779)</td>
</tr>
<tr>
<td>AB</td>
<td>0.9711</td>
<td>0.0160</td>
<td>1.3980</td>
<td>6.6901</td>
</tr>
<tr>
<td></td>
<td>(0.0031)</td>
<td>(0.0005)</td>
<td>(0.0124)</td>
<td>(0.3505)</td>
</tr>
<tr>
<td>NWFBP</td>
<td>0.9735</td>
<td>0.0161</td>
<td>1.3852</td>
<td>5.3297</td>
</tr>
<tr>
<td></td>
<td>(0.0025)</td>
<td>(0.0004)</td>
<td>(0.0178)</td>
<td>(0.5023)</td>
</tr>
<tr>
<td>NWFB</td>
<td>0.9700</td>
<td>0.0163</td>
<td>1.3924</td>
<td>5.9280</td>
</tr>
<tr>
<td></td>
<td>(0.0025)</td>
<td>(0.0004)</td>
<td>(0.0114)</td>
<td>(0.4313)</td>
</tr>
<tr>
<td>NWBP</td>
<td>0.9760</td>
<td>0.0154</td>
<td>1.3545</td>
<td>4.1807</td>
</tr>
<tr>
<td></td>
<td>(0.0023)</td>
<td>(0.0005)</td>
<td>(0.0230)</td>
<td>(0.6522)</td>
</tr>
<tr>
<td>NWB</td>
<td>0.9705</td>
<td>0.0163</td>
<td>1.3872</td>
<td>5.4577</td>
</tr>
<tr>
<td></td>
<td>(0.0024)</td>
<td>(0.0004)</td>
<td>(0.0122)</td>
<td>(0.4866)</td>
</tr>
</tbody>
</table>

Note: Same as for Table 3.

Tables 7 to 9 report the estimations for the logarithmic utility function. The T×J overidentifying restriction test does not reject any of the estimated equations. One can see that, for this functional form, the estimated values lie in a wider interval. The range of variation for $\beta$, $\alpha$, and $\gamma$ are, respectively, given by [0.9008, 0.9828], [0.0143, 0.0188], and [1.3069, 1.4358].

---

15 Estimated values for $\beta$ are found to be much lower only when seasonal dummies are included.
Summing up, the estimates for the relative risk coefficient show a great range of variation across different specifications. In most of the estimations, this coefficient is not significant implying that the reduction to Cobb-Douglas preferences is not rejected. The estimates for the intertemporal discount rate are reasonable and, apart from the logarithmic preferences, there are no substantial differences across the different specifications. Most importantly, the money-in-the-utility function model was not
rejected in any of the different estimates. In all of the estimates, the parameter linked with real balances was found to be always positive, significant, and robust to different specifications. Such results are favorable evidence to the view that real balances provide services that are valued by the agents.

7. Conclusions

In this paper we estimated and tested a representative agent model relating consumption, interest rates, real balances, hours worked, and wage. The model was estimated by Generalized Method of Moments (GMM) techniques. Robustness checks were performed for different definitions of interest rates, different treatments to seasonal and detrending adjustments, different weighting matrices, and different utility functions. In none of the cases, the model was rejected for the usual significance levels. Moreover, the estimated coefficient for real balances was found to be robust to such variations.

The main contribution of the paper was to find favorable evidence for the Brazilian economy to the view that real balances play a positive role for the welfare of agents. Therefore, there is an empirical justification for the development of money-in-the-utility function models applied to Brazil. Another contribution of this paper is the estimation of some behavioral parameters, which may be useful for those researchers working with models calibrated for Brazil.
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