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Abstract

This paper makes an empirical analysis of the effédank transparency on credit.
Therefore, an analysis of panel data which consi@&0 banks that have shares traded
on the NYSE and NASDAQ for the period extendingnirthe first quarter of 1990 to
the fourth quarter of 2009 is made. As a measubaok transparency, an opacity index
that represents the difference between the rdatalseen by banks and the perception of
the economic agents on that risk is built. Furth@enthis study considers how events
of “credit sudden stop” may interfere in the redaghip between transparency and bank
credit. The findings indicate that an increaseha bank transparency contributes to
creating an environment conducive to amplifyingddrevithout generating speculative
bubbles.
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1. Introduction

Nowadays, the prevailing view in the analysis fexu®n the subprime crisis
indicates as the major cause for the occurrendhi®fevent the gaps in regulation and
supervision of the financial system. However, a enoareful analysis of the crisis,
allows one to conjecture that the lack of informatitransparency in the financial
market is a centerpiece to this puzzle.

An important point in the subprime crisis referghe scarcity of credit. The first
signs of crisis were seen in August 2007 when Nent@y Financial, an institution
specialized in subprime loans, filed for bankruptod laid off half its staff. A year
later, Lehman Brothers was pointed out as a trigehe crisis. However, the sudden
lack of credit was the main reason for the crigspmening and the spread of instability
in the market.

The contraction of credit supply was the resulthe# uncertainty in the market
about the value of assets accounted for by finamsétutions. In other words, the lack
of transparency about the real risk assumed bydgekesented a source of uncertainty
that infected the entire financial system. Therefon the search for a tool to avoid
financial crisis, it becomes important to analylze &ffect of transparency regarding the
risks taken by banks on credit.

The main objective of this paper is to provide emcpl evidence to the effect of
bank transparency on credit. Therefore, a panel aaalysis which considers 310 banks
that have shares traded on the NYSE (New York Stex&khange) and NASDAQ
(National Association of Securities Dealers AutoadatQuotations) for the period
extending from the first quarter of 1990 to thertbwquarter of 2009 is made.

As a way of measuring bank transparency to the ebadgn opacity index was
developed. This index, which captures the lack mingparency, represents the
difference between the real risk taken by banks thedperception of the economic
agents on that risk. Moreover, as pointed out bly@g&009), credit sudden stop in the
market is the main problem of financial crises. rEfigre, the empirical analysis
developed in this paper also considers how evdnigedit sudden stop may interfere in
the relationship between transparency and banktcred

Besides this introduction, this article is orga&uizas follows. The next section
highlights arguments for the importance of transpay on bank credit. Section 3
presents the opacity index and its performancenern\tYSE and NASDAQ. Section 4
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presents empirical evidence for the relationshifwben opacity of banks and credit
through panel data analysis (system Generalizedhddedbf Moments) for NYSE and
NASDAQ (all banks in the sample and largest bankge last section presents the

conclusion.
2. Why transparency matters?

Enron is a good example of the several faultsweat committed by those who
should certify the health of companies to investorthe market. Just over six months
after the Enron scandal, in response to the oufooyn investors for greater
transparency, the Sarbanes-Oxley Act (SOX) of 2@@3 issued directing special
attention to the gatekeepers. The main objective wwancrease the accountability of
managers by implementing a series of corporate rganee rules (see Coates 1V,
2007).

Despite the SOX Act, with the outbreak of the subprcrisis in September of
2007, the Citigroup (the largest U.S. bank at time} lost more than US$ 170 billion in
assets, which represented 7.24% of its total as&atsar later (September of 2008), the
uncertainty about the real value of the portfolfcaesets based on mortgage securities
wrecked investor confidence in Lehman Brothers {theth largest investment bank in
the U.S.A. at the time). The suspicion regardirggafety of these investments led to a
drop in the value of the bank’s shares from US$t@2ess than US$ 4 and drove
Lehman Brothers to file for bankruptcy on Septenitier2008.

Another good example can be seen in Brazil. In aper and October 2008,
managers of the companies Sadia and Aracruz sedpms/estors by disclosing two
facts related to financial transactions and dereatgreements, respectively. Hence,
the day after the publication of these facts, thecks of these companies fell
substantially (35.5% Sadia and 17.7% Aracruz), ings reflects the ignorance of
investors about the real risk involved in the opers of these two institutions.

The above-mentioned cases have in common the laakaoket perception
regarding the risks faced by firms. In other worasituation where there was lack of
transparency and therefore created an environmentiucive to the problems of

adverse selection and moral hazard in credit mserKdtis observation is in connection

! For an analysis concerning the problems with gatees, see Coffee Jr. (2002).
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with the analyses made by Kwan (2009), FlanneryakKwand Nimalendran (2010), and
Pritsker (2010) where a tendency to increase tigeegeof banks’ opacity in times of
crisis is observed. Under this view, the uncenaoftinvestors affects the decision of
banks offering loans between them and, as a coesequcredit sudden stop occurs.

In the major part of the literature regarding tr@arency, it is understood as the
absence of asymmetric information among economien@g Furthermore, as
highlighted by Geraats (2002), there are two effeloait are related to the analysis on
transparency: (i) uncertainty effect - the asymmenformation creates uncertainty for
economic agents who need to learn from experieargt allow others the opportunity to
explore the presence of private information, amndir{centive effect - economic agents
who have access to private information may tryrtftuence the behavior of others
through the dissemination of information.

Assuming the assumption that transparency is capdl#liminating asymmetric
information among economic agents, it is possiblenke an association with the first
theorem of welfare economics. Under this perspectan increase in transparency
should enhance welfare of economic agents becdwese tvould be a decrease in
forecast errors and also in the expected varigbitif the variables subject to
uncertainty.

Therefore, a transparent financial system regardsgredit assets and risks in
the operations allows an efficient allocation afaerces of investors and provides the
necessary conditions for developing sound and iefficmarkets. Moreover, bank
transparency also implies a disciplining effeabcsithe perception of an increase in the
risk assumed by the financial institution representost that corresponds to the loss of
investor who will migrate to another institutiom kshort, bank transparency can

promote an increase in credit with lower risk.

3. Opacity index

With the purpose of measuring the degree of traesgg that banks reveal to
the market, an opacity index is developed. Thigindonsiders the real risk of banks
(RR and the perception of economic agents in relaobanks’ risk (risk perception —
RP). In a simple manner, the difference between niskland perceived risk of banking
firms is the opacity indexl). The intuition of this analysis is that a hiGh reflects

that there is an asymmetry of information in thekatiwhich, in turn, creates myopia



for the economic agents regarding the real riskirassl by banks.

This study considers 310 banks that have theireshiaded on the NASDAQ
and NYSE? The sample consists of 39 banking firms which hheér shares traded on
the NYSE and 271 banking firms on the NASDAQ. Thegiqud of analysis includes
information from the first quarter of 1990 to trmufth quarter of 2009, totaling 17,006
observations for unbalanced data.

TheRRis defined as the risk of total loss of assetthefbanking firms. In other
words, theRRis how much assets a bank can lose in a péribdeRRis derived from
the total assetsT@) of financial institutions. The return on asset®QA), is given by
theTAat periodt divided byTA at periodt-1, minus 1 multiplied by 100, then

(TAt/TAt_l) _ 1].

After calculating thdROA theRRof each bank is built. Therefore a rolling windtmb

(1) ROA, = 100

years (20 periods) was considefed@hus, information based on 20 periodRR is
measured through the Monte Carlo simulation method the application of Value at
Risk (VaR) of market for a significance level of285In short, th&RR is the result of:
(2) RR, =VaR(ROA,_10,ROA;_1g,...,ROA,_1,ROA,; u, 7,0,05),
whereu is the mean and is the standard deviation dRQA.19,..., ROA), assuming a
normal distribution.

The perception of economic agents about the rislbafking firms RP) is
obtained through closing pricER) in quartert of bank stocks. Similar tAR, the return
on CP (RCPB is estimated according to the equation:

(Cpt/CPt_1> _ 1].

With the objective of eliminating the volatilitieBom transitory type and
consider just fundamental volatilities, the HodfRtescott filter orRCP (that is,RCP’)

(3) RCP, =100

was applied gee, Flannery, Kwan, and Nimalendran, 2018jter the measurement of
RCP, RPis calculated similarly to thBR In short, considering it as a rolling window

of five years, a Monte Carlo simulation is appliedd after the VaR methodology is

2 Only financial institutions classified as “majaariks” by Blommberg are considered for analysis.

% This analysis is to some extent similar to thatedieped by Allen and Bali (2007) for catastrophekri
The variable total assets (total assets - BS_TOBHEAS of banks was extracted from the Bloomberg
terminal.

* The justification for adopting a rolling window Bfyears is in accordance with that determined aseB

Il for creating a data base for financial instituts which will adopt an advanced method for meaguri
credit risk and operational risk.



employed. Thus,

(4) RP, =VaR(RCP';_i9,RCP';_4g, ...,RCP';_{,RCP';; 11,0,0,05),

whereu is the mean and is the standard deviatiolRCP%.19,..., RCP}), assuming a
normal distribution.

As a way of capturing the asymmetric informatiorl @ahus the opacity of the
market regarding the risk of financial institutiorice gap between real risk and that
perceived by economic agents (in modulus) is camsitlas an indicator of the lack of
transparency. Furthermore, the opacity inde® ¢an vary on a scale from 0 to 100 and
can be represented by the following equation:

(5)  0I, = |RR, — RP,|.

For analysis, the 310 banking firms were dividedoading to the market in
which their shares are traded, NYSE and NASDAQsTdivision is justified because
each market has different trading agreements, winialg compromise the study (see
Flannery, Kwan and Nimalendran, 2010). Moreoveiisinoteworthy that in the 31
largest banks in the study (10% of the sample)h@e their shares traded on the
NYSE. Hence, in order to analyze banks consideyedig to fail, the 10 largest banks
in the NYSE and NASDAQ's 50 largest banks were istideparately

Figure 1 shows the evolution of the mean of opafotybanks that trade their
shares on the NYSE and NASDAQ. Moreover, the meathe 10 largest NYSE banks
and 50 largest NASDAQ banks is also shown. Takimg consideration the rolling
window previously mentioned, the period covers frtima first quarter of 1995 to the
fourth quarter of 2009. A trend of convergencelisayved between th@l of the largest
banks and th®Il of other banking firms in the late 1990s and e@d90s. However,
this trend is broken due to the subprime crisighelate 2000s.

Considering the banks that have their shares tradethe NYSE, on average,
there is a trend of decrease(n in the late 1990s and early 2000s. After thisquea
stability of Ol until the subprime crisis (sudden elevatiorOof is observed. In contrast,
the 10 largest institutions in the NYSE showed,amerage, arOl stable in the late
1990s and early 2000s. In the subsequent periasvéba third quarter of 2002 and
third quarter of 2004) there was a significant @ge in the indicator. This result can be
explained by policies to stimulate the U.S. econompmoted by the Bush

5 The division between the major and minor banksaised on total assets of financial institutionshie t
fourth quarter of 2009.



administration after the attacks of September D012 see, Bordo, 2009; and Calomiris
2009). These policies can be leveraged loans tpreue levels which, in turn, in a

process of securitization, created an incentivadoease the opacity of banks. After this
period there was a new trend of stabilizationGdf which lasted until the subprime

crisis which, in turn, caused an abrupt increagbenndex.

Figure 1
Evolution of the Opacity Index (Ol)
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The banking firms that trade their shares on NASD&®@wed, on average, a
drop in the opacity in the early 2000s, and aftes period signs of stabilization. In the
period of the subprime crisis the NASDAQ banks ttar Ol increased, although not
as abruptly as observed in the NYSE banks. Tharg@$t NASDAQ banks showed, on
average, a bullish trend in the late 1990s andye2@l00s, and later a relative
stabilization ofOl. As observed in the case for all NASDAQ banks,30éargest banks
have not had a surge in tkdd in the period referring to the subprime crisisdfly,
figure 1 shows the necessity for a separate asabfsihe NYSE banks and NASDAQ
banks and the division of the largest banks foexln this study.

4. Opacity index and bank credit

This section aims to study the relationship betwibenevel of opacity of banks



and the volume of credit extended by them througihep data analysis. Therefore the
opacity index QI) developed in the previous section and a proxyb#ork credit BC),
which corresponds to the total loans by bank diibg its total assets, are consideted.
The division by total assets is a way of standandizlata due to the presence of banks
with different sizes. It is expected that theraisegative relationship between tBE€
andOl because a greater transparency contributes tcedtla market uncertainty. As a
consequence, there is a reduction in the probletated to adverse selection and moral
hazard and thus creates an environment propitamusdreasing credit.

Based on Lown and Morgan (2006), the following cointariables are used in
the empirical analysis of the relatian-BC:’
(i) U.S. interest rate expectation (TB) — is theSUinterest rate expectations for 3
months (3-Month Treasury Bill Rate). A positivéatenship between thBC andTB
is expected. It is worth noting that fixed-raterieaare popular in the U.S. market, thus
an expectation of rising interest rates causesnarease in demand for loans today.
(i) U.S. real gross domestic product expectati®@DP) - GDP forecast for four
guarters ahead. The GDP has a positive relationgitipthe BC because an increase in
the product tends to raises the volume of loans.
(i) Commodity price index COM) — accumulated index (four quarters) and it issblas
on the Journal of Commerce-ECRI Industrial CommeslitPrice Index JOCIINDX
Index)® Then,COMis a result of:

JOCHNDX: 4l
JOCIINDX,_,

A positive relationship is expected between theades BC and COM. A rise in

(6) COM, = 100

industrial production leads to an increase in dehfan industrial commodities, raising
their price, and thus increasing demand for credit.

Table 1 presents the descriptive statistics ofaldes. TheDl presented variation
between 0 and 85.82. The bank that had the higbestas its shares traded on the
NYSE. TheOl of the NYSE banks showed a higher standard dewiaiionpared to the
NASDAQ banks. In other words, NYSE banks presentemalatility on opacity of
banks. Furthermore, consideriBfC, NYSE banks showed higher standard deviation

compared to the NASDAQ banks. This observationcaigis a greater volatility on

® Total loans are made available from Bloomberg ieain
’ Data regarding B andGDP is gathered from Philadelphia Fed.
8 This index was gathered from Bloomberg terminal &monsiders the prices of 18 commodities.
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volume of credit supplied by NYSE banks.

Table 1
Descriptive Statistics
BC Ol B GDP COM
NYSE —all banks

Mean 61.46 6.82 3.54 4.85 3.93
Median 65.49 4.18 4.11 5.10 7.18
Maximum 88.18 85.82 6.40 5.96 37.51
Minimum 4.84 0.00 0.26 1.91 -46.95
Std. Deviation  15.66 9.42 1.84 0.90 17.65
OBS 1853 1853 1853 1853 1853

NYSE - 10 largest banks

Mean 52.33 6.41 3.21 4.83 4.67
Median 54.32 5.37 3.78 5.14 9.95
Maximum 75.34 31.01 6.40 5.96 37.51
Minimum 9.07 0.00 0.26 1.91 -46.95
Std. Deviation  15.90 5.39 1.86 1.01 19.09

OBS 356 356 356 356 356

NASDAQ - all banks

Mean 67.36 5.52 3.12 4.83 4.40
Median 68.61 3.47 3.30 5.14 9.95
Maximum 134.68 63.02 6.40 5.96 37.51
Minimum 1.03 0.00 0.26 1.91 -46.95
Std. Deviation 11.76 6.40 1.84 1.02 19.28
OBS 8953 8953 8953 8953 8953

NASDAQ - 50 largest banks

Mean 64.25 6.91 3.45 4.83 3.72
Median 66.60 4.36 4.09 5.10 7.57
Maximum 106.86 58.07 6.40 5.96 37.51
Minimum 29.01 0.00 0.26 1.91 -46.95
Std. Deviation  10.41 7.76 1.86 0.93 18.08
OBS 2210 2210 2210 2210 2210

4.1. Methodology

This study makes use of panel data analysis. Tha reason is that the time
series are short and the data is unbalanced. Amnaen of eliminating the non-observed
effects on regressions, dynamic panel data (GenedaMethod of Moments - GMM) is
used. As pointed out by Arellano and Bond (199h)advantage of this method over
others (Ordinary Least Squares - OLS and Genedhlirast Squares - GLS) is that the
estimates are reliable even in the case of omittthbles. In particular, the use of
instrumental variables allows the estimation ofapagters more consistently, even in

the case of endogeneity in explanatory variables the occurrence of measurement
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errors (Bond, Hoeffler and Temple, 2001).

Traditional econometric models have assumed thethggis that the error term
is not correlated with their estimators. In caséen® the estimators are correlated with
the error term there is endogeneity problem and tthe result of regressions is
inconsistent. Wooldridge (2001) presents three thgses for the existence of
endogenous variables: omitted variables, measuiteragor, and simultaneity in
regressions. Variables can be omitted when, fomgka they are not known or not
available. Measurement error can occur when ondsieemeasure the partial effect of
a variable. Finally, simultaneity occurs when onfetlie explanatory variables is
concomitant with the dependent variable.

The empirical model developed in this study is eabjo the above-mentioned
problems. In short, not all explanatory variablels tbe model are known and
measurable. Furthermore, the opacity inde can be influenced by bank cred&Q),
which, in turn, suggests simultaneity problem. Rentnore, regarding the endogeneity
problem, for example, a macroeconomic shock aff@€tand therebyDlI.

A general solution to the problem of endogeneitythis use of instrumental
variables. In particular, GMM models allow the ueé& instruments sequentially
exogenous avoiding endogeneity problem. The mod®lgsed by Arellano and Bond
(1991) consists in the estimation of first-diffecenGMM panel data as a way of
eliminating non-observed effects. However, Alonsm+Bgo and Arellano (1998), and
Blumdell and Bond (1998) showed that the first@liéince GMM has a bias (for large
and small samples) and low accuracy. Moreover,ug® of lags can generate weak
instruments (Staiger and Stock, 1997).

Blumdell and Bond (1998) found results that sustam use of system GMM
panel data estimation method instead of first-céfiice GMM. In the model proposed
by Arellano and Bover (1995) and Blumdell and B@gh€98) regressions in levels and
first differences are combined (see, Bond, Hoefiledl Temple, 2001).

In order to verify the relevance of the instrumeintsthe models, the test of
overidentifying restrictions (Sargan test) is parfed as suggested by Arellano (2003).
Moreover, White's heteroskedasticity consistent at@ance matrix is applied on
regressions. Finally, as proposed by Arellano aoddB(1991), tests of first-order (m1)
and second-order (m2) serial correlation are ukeslimportant to highlight that in the
case of system GMM models one premise is the namlation of the first difference of

endogenous regressors and thus implies that iseweissary to perform unit root tests.
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4.2. Empirical evidence

Aiming to analyze the relationship between the d@paondex and bank credit,
four models using panel data (GMM system) weraregtd taking into account: (i) all
NYSE banks in the sample; (ii) 10 largest NYSE lsargki) all NASDAQ banks in the
sample; and (iv) 50 largest NASDAQ banks. Moreover, each panel data, three
specifications are estimated including new conteslables. Hence:

(7)  BC = BoBCi_q + 101 + B,TB; + B3DC; + &;

(8)  BC; = B4BCi_1 + BsOI, + B¢TB; + B,GDP, + BgDC, + €}; and

(9)  BCp = BoBCi_q + 190l + B11TB; + B1,GDP; + B13COM, + B14DC, + €,
e~N(0,02).

WhereDC is a dummy which corresponds to the subprime cfi3).

Table 2 shows the results for banks that trade gteres on the NYSE. It is
noteworthy to highlight that all regressions acdeptnull hypothesis in the Sargan tests
and thus the over-identifying restrictions are daliFurthermore, both serial
autocorrelation tests (first order and second Qragect the hypothesis of the presence
of serial autocorrelation in all specifications.

The coefficients onOl are negative and statistically significant in all
specifications. This result corroborates the hypsith that a lower opacity (greater
transparency) of the banking firms causes an iser@a the credit supplied by them.
Furthermore, in the models “all banks” and “largésinks”, the magnitude of the
coefficients onOl are very close which, in turn, indicates that ¢hex no difference
between large and small banks in regard to thetedie credit.

The coefficient on lagged bank credit is positivel atatistically significant in
all models. In short, an increase in the creditajo@mplies a rise in credit in the
subsequent period. In regard to the control vaeglfiB, GDP, and COM), with the
exception of the coefficient dBDP in the model “10 largest banks”, all coefficients a
statistically significant. Moreover, the coeffictenare positive in all models and thus
are in accordance with the assumptions previoushgidered.

The results for banks that have their shares tradedASDAQ are presented in
table 3. As observed in the regressions of tableests of Sargan and autocorrelation
validate the instrumental variables and indicate dbsence of serial autocorrelation,

respectively.
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Table 2

Effect on bank credit — NYSE (system GMM)

NYSE - all banks

NYSE - 10 largest banks

Specification 1

Specification 2

Specification 3

Specification 1

Specification 2

Specification 3

eSS Coef. E?:g} Coef. ESr:(O)Lr Coef. E?:g} Coef. ESr:(O)Lr Coef. E?:g} Coef. E?:g}
BC.1 0.8974** 0.0008 0.9154** 0.0025 0.9185*** 0.0027  0.9417** 0.0016 0.9431*** 0.0024 0.9459** 0.0026
Ol, -0.0160*** 0.0012 -0.0152*** 0.0037 -0.0138*** 0.0036  -0.0179** 0.0028 -0.0156*** 0.0030 -0.0127** 0.0035
TB; 0.1634** 0.0065 0.1623*** 0.0126 0.1487*** 0.0133 0.1621** 0.0036 0.1574*** (0.0055 0.1402** 0.0094
GDP, 0.1714** 0.0488 0.1050*  0.0597 0.0508** 0.0251 0.0024 0.0260
COM, 0.0043*  0.002% 0.0047*+* 0.0009
DC 0.1546*** 0.0272 0.3583** 0.1738 0.2842* 0.1751 0.1187* 0.0671 0.2205*** 0.0746 0.1777* 0.0761

N. instruments 22 22 22 26 26 26
Obs. 1619 1619 1619 286 286 286

Sargan test 34.2095 31.9943 31.2469 67.8805 67.7477 67.6474
(p-value) 0.46 0.47 0.45 1.00 1.00 1.00
ml -2.8995 -3.8916 -3.5384 -3.5644 -3.6148 -3.6866
(p-value) 0.00 0.00 0.00 0.00 0.00 0.00
m2 0.3683 0.1925 0.1571 0.3201 0.3090 0.2915
(p-value) 0.71 0.85 0.88 0.75 0.76 0.77

Note: Marginal significance levels: (***) denote€Q, (**) denotes 0.05, and (*) denotes 0.1.
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Table 3
Effect on bank credit —- NASDAQ (system GMM)

NASDAQ - 50 largest banks

NASDAQ - all banks

Specification 1

Specification 2

Specification 3

Specification 1

Specification 2

Specification 3

reoressor Coef. E?:g} Coef. E?:g} Coef. E?:g} Coef. E?:g} Coef. ESr:g} Coef. ESr:g}
BC.1 0.8281** 0.0000 0.8360*** 0.0001 0.8365*** 0.0001 0.9021*** 0.0061 0.9084*** 0.0062 0.9067*** 0.0093
Ol, -0.0121** 0.0001 -0.0076*** 0.0001 -0.0046*** 0.0001 -0.0129*** (0.0013 -0.0108*** 0.0024 -0.0127* 0.0073
TB; 0.2297** 0.0002 0.2150*** 0.0001 0.1961*** 0.0003 0.1835*** 0.0049 0.1843** 0.0065 0.1868*** 0.0078
GDP, 0.1978** (0.0002  0.0930*** 0.0002 0.4317** 0.0068 0.4397** 0.0146
COM, 0.0080*** 0.0000 -0.0005 0.0009
DC, 0.3513** 0.0022 0.7189*** 0.0032 0.6121*** 0.0044 0.2561*** 0.0686  1.1843*** (0.0890 1.2126*** 0.1146
N. instruments 19 19 19 26 26 26
Obs. 7606 7606 7606 1854 1854 1854
Sargan test 235.5922 235.5606 232.7850 45,7258 43.8107 43.7318
(p-value) 0.35 0.33 0.35 0.36 0.39 0.36
m1l -1.7120 -1.7864 -1.7919 -2.2257 -2.3101 -2.2830
(p-value) 0.09 0.07 0.07 0.03 0.02 0.02
m2 -1.1199 -1.1714 -1.1750 -0.6035 -0.6708 -0.6506
(p-value) 0.26 0.24 0.24 0.55 0.50 0.52

Note: Marginal significance levels: (***) denote€0Q, (**) denotes 0.05, and (*) denotes 0.1.
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As found for the case of models which consider NYagks, the coefficients on
Ol are negative and statistically significant. Theref this observation validates the
hypothesis, also for NASDAQ banks, that a loweraoityaraises the level of credit.
Unlike the previous analysis on NYSE, the coeffit®e do not show the same
magnitude for both models (“all banks” and “50 kstbanks”). The coefficients on the
model “all banks” are (on average) smaller thareoled for the “50 largest banks”. In
other words, for the largest NASDAQ banks t®& has a greater effect oBC.
Moreover, the results denote that the coefficiem®l for the case of NYSE banks are
greater than observed for NASDAQ banks.

As observed for the case of NYSE banks, the caeffion lagged bank credit is
positive and statistically significant in all specations. The results for the control
variables TB, GDP, and COM) show that, with the exception of the coefficiem
COM in the model “50 largest banks”, all coefficiente gositive and statistically

significant.

4.3. Test of robustness

This section aims to examine the effect of the @pacdex on bank credit even
in the presence of “credit sudden stops” (CSS).ofding to Calvo, lzquierdo, and
Talvi (2006) a sudden stop is defined as an alfialpof credit in relation to its past
history. Morever, as pointed out by Calvo (2009¢dir sudden stops is a central
problem of financial crises as observed in the saipcrisis.

In order to capture evidence of the importancearidparency for bank credit in
the presence of events of CSS, the dependent lar(BIE) in first difference is
considered in the regressions. The use of thedifirence allows one to observe how
Ol causes variations oBC (4BC). Based on the methodology used in the previous
section, the following models are considered:

(10) ABC; = agABC,_; + a,0I; + a,TB, + a3DC; + &};

(11) ABC; = a,ABCi_; + asOI, + agTB; + a;GDP, + agDC, + £}; and

(12) ABC, = agABC,_1 + @101, + a1, TB; + a1,GDP; + a;3COM, + a1,DC, + &F,
w~N(0,0?).

Table 4 presents the results for NYSE banks. lereerpl way, Sargan statistics

and autocorrelation tests do not indicate probleitihe regressions. The results indicate
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that the coefficient orOl is negative and statistically significant. In otheords,
negative changes @&C can be explained by an increase in the opacitjaoiks. On
average, the coefficients @i that consider the 10 largest NYSE banks are gréaaer
the coefficients found for the model “all banks'hi$ result indicates that the effect of
the transparency on the variation of the creditkbars greater when the largest banks
are considered in the analysis. In regard to tmérgbvariables, the signs and statistical
significance of the coefficients are in accordawith the assumptions presented in the
previous sections.

The regressions concerning NASDAQ banks are ireta&bAs observed through
Sargan tests and both autocorrelation tests, tisen® problem of autocorrelation or
over-identification problem in all specification8s observed for NYSE banks, the
coefficient onOl is negative and statistically significant in atigressions. This result
demonstrates the importance ©f in explaining variations in bank credit and may
indicate its relevance even in the presence of @B8ke the results observed for the
NYSE banks, the coefficients @l for the case of the largest NASDAQ banks are (on
average) lower than observed for the model “alkisdanOnce again, with the exception
of the coefficient olCOM in the model “50 largest banks”, the coefficientsamntrol
variables are in accordance with the hypothesiptadian the previous sections.

To study more specifically the effect of opacity lmank credit in the presence of
CSS for the period from first quarter 1995 to fouguarter 2009, the methodology
developed by Calvo (2009) to detect events of GS&lopted. According to this view,
the first step is the sum of credits supplied byahks at periotland after this series is
deflated by the U.S. Consumer Price Index. In #imslysis, credit flow is the variation
of bank credit betweenhandt-1. Hence, the variation of credit flow corresponodghe
credit flow att less credit flow at-1 (Ch(tQx). Assuming thaf1(tQx)is the mean of the
seriesCh(e) from the first quarter 1995 ti®Qx ands(tQx) is the standard error, the CSS

is a result of:

(13) Ch(tQx) — u(tQx) < —20(tQx).
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Table 4

Efecct on bank credit (first difference) — NY SEtemn GMM)

NYSE — all banks

NYSE - 10 larget banks

Specification 1

Specification 2

Specification 3

Specification 1

Specification 2

Specification 3

reoressor Coef. E?:g} Coef. ESr:gfr Coef. ESr:g} Coef. ESr:gfr Coef. E?:g} Coef. ESr:g}
ABC,, -0.1038** 0.0135 -0.0702** 0.0057 -0.0896*** 0.0109| -0.1718*+* 0.0024 -0.1711** 0.0034 -0.1902** 0.0066
Ol -0.0077*** 0.0013 -0.0023** 0.0005 -0.0017* 0.001C | -0.0179*** 0.0043 -0.0113** 0.0051 -0.0187** 0.0057
TB, 0.0954** 0.0263 0.1021*** 0.0049 0.0781** 0.0253 0.0480*** 0.0047 0.0333** (0.0061 0.0090 0.0090
GDP, 0.4344** 0.0121  0.2572** 0.0320 0.2872** 0.0082  0.1337** 0.0160
COM, 0.0080*  0.004Z 0.0099*+* 0.0009
DC, -0.0520 0.2206 0.8970*** 0.0768 0.5681*  0.297% -0.0139 0.0509 0.4996** 0.0326  0.3591** 0.0270
N. instruments 22 22 22 7 7 7
Obs. 1619 1619 1619 316 316 316
Sargan test 38.7183 31.8932 31.2098 43.1657 42.3828 42.9502
(p-value) 0.27 0.47 0.46 1.00 1.00 1.00
m1 -1.8027 -3.1280 -2.3865 -1.6060 -1.6475 -1.7719
(p-value) 0.07 0.00 0.02 0.11 0.10 0.08
m2 -1.1009 -0.8721 -1.0141 -0.4012 -0.4184 0.0442
(p-value) 0.27 0.38 0.31 0.69 0.68 0.96

Note: Marginal significance levels: (***) denote€OQ, (**) denotes 0.05, and (*) denotes 0.1.
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Table 5

Effect on bank credit (first difference) — NASDARstem GMM)

NASDAQ - all banks

NASDAQ - 50 largest banks

Specification 1

Specification 2

Specification 3

Specification 1

Specification 2

Specification 3

regesser Coef. Esr:gfr Coef. ESr:g.r Coef. ESr:g.r Coe. ESr:g.r Coef. ESr:g.r Coef. ESr:g.r
ABC, -0.0091*** 0.0003 -0.0153*** 0.0006 -0.0320*** 0.0009 -0.0477** 0.0144 -0.0365* 0.0145 -0.0310* 0.0173
Ol -0.1136*** 0.0000 -0.0547*** 0.0003 -0.0248** 0.0002/ -0.0515*** 0.0025 -0.0311** (0.0028 -0.0336*** 0.0038
TB; 0.1455** (0.0008 0.1288** (0.0011 0.1109*** 0.0018 0.1688*** 0.0006 0.1653*** 0.0030 0.1669*** 0.0051
GDP, 0.3095*** 0.0011 0.2357** 0.0017 0.4797** 0.0183 0.4946** 0.0232
COM; 0.0079*** 0.0001 -0.0012** 0.0007
DC -0.4026*** 0.0086 0.2064*** 0.0126 0.1531*** 0.0174 -0.1841** 0.0425 0.9313*** 0.1023 0.9382*  0.1066
N. instruments 15 15 15 21 21 21
Obs. 7606 7606 7606 1854 1854 1854
Sargan test 232.8629 232.0582 229.0318 45.0332 43.3655 43.3489
(p-value) 0.31 0.32 0.34 0.39 0.41 0.37
ml -2.0277 -1.9202 -1.8061 -2.0043 -2.6947 -2.7253
(p-value) 0.04 0.05 0.07 0.05 0.01 0.01
m2 -1.4234 -1.3841 -1.4700 -1.2399 -1.4680 -1.3673
(p-value) 0.15 0.17 0.14 0.22 0.14 0.17

Note: Marginal significance levels: (***) denote€0Q, (**) denotes 0.05, and (*) denotes 0.1.
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Following the framework adopted in the previoustises, figure 2 shows
events of CSS for NYSE (“all banks” and “10 largbanks”) and for NASDAQ (“all
banks” and “50 largest banks”). The analysis camogr NYSE banks (“all banks”)
allows one to observe three events of CSS. The (fiosirth quarter 1997 to second
qguarter of 1998) corresponds to the Asian crisigeernced in the late 1990s. The
second (fourth quarter 2001) corresponds to theclet of September 11, 2001. The
third (first quarter 2009) is due to the subprimisis. For the case of NASDAQ banks it
is also possible to identify the events listed abdvoreover, the rise in U.S. interest
rates between July 2004 and July 2006 may explanevents of CSS in the fourth
quarter of 2004 and first quarter of 2006.

With the intention of considering the events of B8$he analysis presented in
the section 4.2, a dummy variabl2GS$ is included in those models. Hence:

(14) BC, = yoBC;_1 + ¥101, + ¥,TB; 4+ y3DC, + y4,DCSS, + 92;

(15) BC; = ysBCi_1 + ¥60I, + v;TB; + ysGDP; + yoDC; + ¥10DCSS, + 9¢; and

(16) BC; = ¥11BCi_1 + ¥1201I¢ + y13TB; + ¥14GDP; + y15COM; + y16DC; + y1;DCSS, + OF,
9~N(0,c?).

Table 6 shows the results for NYSE banks. Sargsts tend autocorrelation tests
indicate that the models are over-identified anetehis no serial autocorrelation. The
results indicate that even considering CSS theitpacex is relevant to bank credit in
all specifications. The coefficients @i are negative and statistically significant which,
in turn, is in accordance with the idea that a loofeacity contributes to an increase in
credit. This result is particularly relevant foettargest NYSE banks which present (on
average) the greatest effect@if on credit bank. As expected, the dummies for O8S a
negative and statistically significant for all spgeations.

As observed in the previous sections, the result$able 6 reveal that the
coefficients onBC;; are statistically significant and positive in apecifications.
Furthermore, the control variable$B, GDP, and COM), with the exception of the
coefficients onifB andGDP in the specification 3 for “10 largest banks”, @efficients
are statistically significant and the signs conftima previously adopted hypotheses.

® These results are in agreement with those four@abyo (2009).
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Figure 2
Credit Sudden Stops
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Table 6
Effect on bank credit with CSS — NYSE (system GMM)

NYSE — all banks

NYSE - 10 largest banks

Specification 1

Specification 2

Specification 3

Specification 1

Specification 2

Specification 3

eSS Coe. Esr:g'r Coe. Esr:gfr Coef. Esr:gfr Coe. Esr:gfr Coef. ESr:g.r Coef. Esr:gfr
BC, 0.9050*** 0.0025 0.9299** (0.0015 0.9403*** 0.0025 = 0.9855*** (0.0022 0.9898*** 0.0023 0.9955*** (0.0032
Ol -0.0136*** 0.0027 -0.0077** 0.0026 -0.0093** 0.0037, -0.0154*** 0.0028 -0.0122*** 0.0033 -0.0063* 0.0036
TB, 0.1437** 0.0178 0.1242** 0.0132 0.1027** 0.0239  0.0623** (0.0155 0.0524** 0.0157 0.0260 0.0182
GDP, 0.2128** 0.0123 0.1306*** 0.0466 0.0869*** 0.0298 0.0434  0.0292
COM, 0.0060*** 0.0023 0.0064*** 0.0014
DC 0.1013** (0.0569 0.4822** (0.0678 0.3178** 0.1440 0.2262*** (0.0659 0.3780*** 0.0694 0.3517** 0.0704
DCSS -0.5463*** 0.2459  -0.3615* 0.1873 -0.5448* 0.311& -1.3037** 0.0103 -1.2524** (0.0202 -1.2039*** 0.0200
N. instruments 22 22 22 7 7 7
Obs. 1619 1619 1619 316 316 316
Sargan test 30.4810 30.9432 35.0361 22.4550 22.4602 22.2184
(p-value) 0.59 0.47 0.28 0.99 0.98 0.98
m1l -3.0376 -4.1336 -3.8332 -3.4707 -3.5288 -3.6319
(p-value) 0.00 0.00 0.00 0.00 0.00 0.00
m2 0.2736 0.0368 -0.0672 0.3489 0.3339 0.3124
(p-value) 0.78 0.97 0.95 0.73 0.74 0.76

Note: Marginal significance levels: (***) denote€OQ, (**) denotes 0.05, and (*) denotes 0.1.
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Table 7
Effect on bank credit with CSS — NASDAQ (system EMM

NASDAQ - all banks NASDAQ - 50 largest banks

Specification 1 Specification 2 Specification 3 Specification 1 Specification 2 Specification 3

reoressors Coef. ESr:g} Coef. E?:g} Coef. ESr:g} Coef. ESr:g} Coef. E?:g} Coef. E?:g}
BC.: 0.9505*** 0.0001 0.9679*** 0.0001 0.9725** 0.0001 0.8899** 0.0075  0.9037** 0.0068  0.9022** 0.0096
Ol, -0.1384*** (0.0002 -0.0870*** (0.0002 -0.0594*** (0.0002 -0.0495** 0.0094 -0.0232*** (0.0071 -0.0267**  0.0109
TB, 0.1644** 0.0008 0.1458** 0.0005 0.1277** 0.0005 0.1956** 0.0078  0.1869*** 0.0080  0.1903** 0.0087
GDP, 0.2448** (0.0011  0.1914** 0.0015 0.4142** 0.0147  0.4285*** 0.0183
COM, 0.0062*+* 0.0001 -0.0010 0.0009
DG, -0.1970** 0.0100 0.2332*** (0.0063 0.1806** 0.0093 0.2170** 0.0877  1.1119*** 0.1393  1.1408** (0.1553
DCSS -0.0836*** 0.0062 -0.0165*** 0.0047 -0.0178** 0.0049 -0.2834** 0.0246  -0.2425** (0.0271 -0.2399** (0.0280

N. instruments 15 15 15 20 20 20
Obs. 7606 7606 7606 1854 1854 1854

Sargan test 229.8886 231.4889 232.7176 45.0386 43.7624 43.7027
(p-value) 0.34 0.32 0.27 0.35 0.36 0.32
mi -1.7371 -1.9574 -2.0434 -2.3835 -2.1890 -2.1443
(p-value) 0.08 0.05 0.04 0.02 0.03 0.03
m2 -1.1113 -1.2752 -1.3375 -0.2904 -0.5839 -0.5503
(p-value) 0.27 0.20 0.18 0.77 0.56 0.58

Note: Marginal significance levels: (***) denote€0Q, (**) denotes 0.05, and (*) denotes 0.1.
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Considering the case of the NASDAQ Banks (see t&bJeSargan test and
autocorrelation tests assure the robustness dtseBurthermore, as expected from the
theoretical perspective, the coefficients@hare negative and statistically significant in
all models. In short, this result shows the impwetaofOl to bank credit even in the
presence of events CSS. The results for NASDAQ bamdticate that the effect @I
on bank credit is smaller to larger banks. The mitndicators did not present significant

difference in comparison with those observed ferghevious estimations.

5. Concluding remarks

This article analyzed the effect caused by lackarfisparency, based on NYSE
banks and NASDAQ banks, on bank credit for thegaefrom the first quarter 1995 to
fourth quarter 2009. Hence, three indicators hapecial role in this study: opacity
index, bank credit, and events of credit suddep.dto order to summarize the results
obtained in sections 4.2 and 4.3, table 8 predémet®ffects on bank credit at peribd
from shocks of one standard deviation to the opandex att-1. With this objective,
the coefficients oI are considered in the three different analysg¢seffect on bank
credit” (equation 7 to 9); (ii) “effect on bank die— first difference” (equation 10 to
12); and (iii) “effect on bank credit with CSS” (g&fion 14 to 16).

Table 8
Effect of Ol on bank credit

Analysis Models Stand. Dev. Coefficient  Effect - Ol

NYSE - all 9.42 -0.0150 -0.1413

Effect on bank credit ~ NYSE - 10+ 5.39 -0.0154 -0.0830

(Analysis 1) NASDAQ - all 6.40 -0.0081 -0.0518

NASDAQ - 50+ 7.76 -0.0121 -0.0939

NYSE- all 9.42 -0.0039 -0.0367

Effect on bank credit-  NySE - 10+ 5.39 -0.0160 -0.0862

first difference

(Analysis 2) NASDAQ- all 6.40 -0.0644 -0.4120

NASDAQ - 50+ 7.76 -0.0387 -0.3002

NYSE - all 9.42 -0.0102 -0.0961

Effect on bank credit NYSE - 10+ 5.39 -0.0113 -0.0609
with CSS

(Analysis 3) NASDAQ - all 6.40 -0.0949 -0.6072

NASDAQ - 50+ 7.76 -0.0331 -0.2568
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It is observed that a shock on opacity index, & ¢ase of analysis 1, has the
highest effect on the bank credit for the modelalhtonsiders all NYSE banks. In
other words, a shock on opacity index implies aese in bank credit around 14 basis
points (b.p.). When the first difference of the bamedit is considered in the analysis
the result indicates that the most relevant imaobserved for all NASDAQ banks. A
shock on opacity index provokes a decrease in #nation of the bank credit of 41
b.p.. Finally, when the CSS is included in the gsial the model which considers all
NASDAQ banks presents the highest impact on theedse of bank credit (61 b.p.).

It is still noteworthy to highlight that in all mets, as expected on theoretical
grounds, the impact of opacity index is not negligion bank credit. This result is very
important for studies that look for tools for mdigng financial crisis. In short, bank
transparency contributes to reduce uncertainthénfinancial system and thus creates

an environment conducive to amplifying credit wilhgenerating speculative bubbles.

6. References

ALLEN, L. and BALI, T.G. (2007). “Cyclicality in dastrophic and operational risk
measurementsJournal of Banking and Financ81(4), 1191-1235.

ALONSO-BORREGO, C. and ARELLANO, M. (1998). “Symmieally normalized
instrumental variable estimation using panel da@GEMFI Working PaperNo.
9612, September.

ARELLANO, M. (2003). “Panel data econometrics.” ©Osd University press.

ARELLANO, M. and BOND, S. (1991). “Some tests ofsffication for panel data:
Monte Carlo evidence and an application to employnejuations.”"Review of
Economic Studie$8(2), 277-297.

ARELLANO, M. and BOVER, O. (1995). “Another look #te instrumental variable
estimation of error-components modeldurnal of Econometrig$8(1), 29-51.

BLUNDELL, R. and BOND, S. (1998). “Initial conditie and moment restrictions in
dynamic panel data modelsldurnal of Econometri¢87(1), 115-143.

BOND, S. R.; HOEFFLER, A; and TEMPLE, J. (2001).M@I estimation of empirical
growth models."CEPR Discussion Pap&048, London.

BORDO, M.D. (2009). “The crisis of 2007: the saoié story, only the players have
changed.'Working Paper, Rutgers University

CALOMIRIS, C.W. (2009) “The subprime turmoil: whatOld, what’'s new, and what’s
next.” Journal of Structured Finan¢cd5(1), p. 6-52.

CALVO, G.A. (2009). “Looking at financial crises the eye: a simple finance/macro
framework.”Columbia University mimeograph

CALVO, G.A.; IZQUIERDO, A.; and TALVI, E. (2006). Association Sudden Stops
and Phoenix Miracles in Emerging Marketéierican Economic Review6(2),
405-410.

COATES 1V, J.C. (2007), “The Goals and Promisehef $arbanes-Oxley ActJournal
of Economic Perspective21(1), 91-116.

23



COFFEE JR., J.C. (2002). “Understanding Enron: At®ut the Gatekeepers, Stupid.”
Columbia Law SchoalVorking Paper n° 207

FLANNERY, M.J.; KWAN, S.H.; and NIMALENDRAN, M. (200). “The 2007-2009
Financial Crisis and Bank Opaquenedséderal Reserve Bank of San Francisco
September 30.

GERAATS, P.M. (2002) “Central Bank transparenci¢onomic Journal 112(483),

532-565.

KWAN, S.H. (2009). “Behavior of Libor in the currerinancial crisis.” Federal
Reserve Bank of San Francisco Economic Lefi@nuary

LOWN, C; and MORGAN, D. P. (2006). “The Credit Cgchnd the Business Cycle:
New Findings Using the Loan Officer Opinion Survejournal of Money, Credit,
and Banking38(6), 1575-1597.

PRITSKER, M. (2010). “Informational easing: impragi credit conditions through the
release of information.” Federal Reserve Bank oivN@rk - Economic Policy.

STAIGER, D. and STOCK, J. H. (1997). “Instrumentatiables regression with weak
instruments."Econometrica65(3), 557-586.

WOOLDRIDGE, J.M. (2001). “Econometric analysis obss-section and panel data.”
Cambridge, MA: MIT Press

24



